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INTRODUCTION
Corporate finance (hereinafter referred to 
as “CF”) as an independent empirical science 
has been developing for seventy years [1]. It is 
difficult to find theoretical papers in this area 
over the past two decades without elements 
of empirical research. At the same time, the 
intensive use of various econometric models in 
the CF.

In this area, hypotheses have traditionally 
been tested using linear regression. However, 
the complexity of the CF study object of a 
company suggests the potential mutual 
influence between several factors [2]. And the 
limited data collected suggests that linear 
regression may be misspecified, missing 
important factors. In other words, studies in CF 
are accompanied by endogeneity.

There has been an ongoing discussion about 
the presence of endogeneity in the CF models 
for about 9 years. Wintoki and Linck [2] note 
that researchers mainly rely on two possible 

sources of endogeneity and use models for 
panel data, in particular, the fixed effects model, 
to overcome it. Other scientists [3] have shown 
that most CF research is conducted without 
regard to potential endogeneity. Several 
studies [4, 5] use simulated data to show which 
methods are superior in accuracy to estimates 
of fixed effects (FE) models in the presence of 
endogeneity. They show that FE models may 
not be sufficient to deal with endogeneity. 
Although, as Banik notes [6], this approach is 
common in modern scientific research.

The presence of endogeneity in models is a 
violation of the premise of the Gauss-Markov 
theorem on the independence of regression 
residuals from explanatory variables, which 
causes bias and inconsistency in estimates. 
From a practical point of view, this has a 
negative effect:

•  applicability of estimation models: results 
obtained with ‘naive’ estimating, such as the 
least squares method, do not provide unbiased 

ORIGINAL PAPER

DOI: 10.26794/2587-5671-2022-26-3-64-84
UDC 336.63,519.237.5(045)
JEL C23, C26, G30

Endogeneity Problem in Corporate Finance:  
Theory and Practice

Z. V. Selezneva, M. S. Evdokimova
National Research University Higher School of Economics, Moscow, Russia

ABSTRACT
Endogeneity can cause a significant bias in the coefficient estimation, up to the change in sign. It leads to controversial 
research results, which also makes it difficult to adequately test individual hypotheses and theories in corporate finance 
(CF). For practitioners, such as company valuation consultants, these model problems interrupt obtaining the most reliable 
estimates in the interests of the customer. The aim of this study is to review an endogeneity problem in CF and ways to 
solve a problem of endogeneity. We will illustrate the methods found in the systematic review with an empirical example. 
The paper provides the reasons for this problem from an econometric point of view and with examples from the CF and 
econometric methods of dealing with it. As a result of a systematic literature review, we have shown that dynamics panel 
models, in particular the Blundell-Bond method, are mostly used to consider endogeneity in CF studies. We have verified 
empirically the conclusion made in the framework of the literature review. To detect the endogeneity, we used the Hausman 
test, the endogeneity test, and the analysis of the correlation matrix, including the saved regression residuals. Eliminating 
step-by-step endogeneity, we concluded that the Blundell-Bond method is not always the optimal one for dealing with 
endogeneity in CF, as well as regression with a fixed effect. It was revealed that the two-stage least squares method 
(IV 2SLS) is the most appropriate method for the cost of capital model estimation eliminating endogeneity. In addition, the 
estimates of the cost of capital model, which analyzes the impact of non-financial reporting, have been improved.
Keywords: corporate finance; endogeneity; instrumental variables; panel data regression analysis; cost of capital; non-
financial reporting

For citation: Selezneva Z. V., Evdokimova M. S. Endogeneity problem in corporate finance: Theory and practice. Finance: 
Theory and Practice. 2022;26(3):64-84. DOI: 10.26794/2587-5671-2022-26-3-64-84

 CC    BY 4.0©

CORPORATE FINANCE

© Selezneva Z. V., Evdokimova M. S., 2022



FINANCE: THEORY AND PRACTICE   Vol. 26,  No. 3’2022  financetp .fa.ru 65

estimates in the presence of endogeneity. 
As a result, the actual influence of the 
independent variables may be underestimated 
or overestimated. For example, in the paper of 
Molina [7], taking into account endogeneity leads 
to an increase in the negative impact of financial 
leverage on the credit rating by 3 times, and 
in the article by Chen et al. [8] after evaluating 
the model taking into account endogeneity, 
the influence of the CEO Duality became 
insignificant for the firm’s performance;

•  interpretability of models. One of the 
manifestations of endogeneity is that it is 
impossible to establish causality, which can be 
caused by several reasons:

–  reverse causality. Initially, the explanatory 
variable (X) is assumed to influence or precede 
the explanatory variable (Y). But the analysis 
reveals otherwise. A similar question is raised 
in many studies in various areas of CF [9–11];

–  simultaneity. For example, Harada and 
Ngyen [12] note that the ownership structure 
and financial policy of the company are 
determined simultaneously;

–  dependence of  the explained and 
explanatory variables on the same factor not 
taken into account in the model (CMV). For 
example, Molina [7] proved that the financial 
leverage and credit rating of a company depend 
on the unobservable fundamental risk of the 
company;

•  comparability of research results. Flannery 
and Hankins [5] note that regression estimates 
for the same models and similar data vary 
significantly from study to study. This is also 
observed in modern research. So, for example, 
the ambiguity of the impact of non-financial 
reporting on the performance of the company 
is noted by both Russian researchers: Zhukova 
and Melikova [13]; Martynovа [14]; Polyakov et 
al. [15] and foreign ones: Zahid et al. [16];

•  accuracy of predictive models, which is 
important, for example, for analysts when 
predicting the value of assets both in the 
financial market [17] and profitability in the 
real sector [18], and for representatives of the 
state [19];

•  stability of models. Models become 
sensitive to the introduction of additional 

factors or changes in the sample, which 
indicates their instability. For example, Coles 
et al. [20] demonstrate that a 10% change in 
parameters leads to a change in the sign of 
the endogenous variable in the model without 
considering endogeneity;

•  reliability of conclusions and adequacy 
of measures taken on the basis of the results 
of the regression analysis: decisions based 
on the conclusions of the model may not 
be optimal. Li [21] showed that the model 
without endogeneity evaluates the impact of 
CEO compensation on the firm’s performance 
(Tobin’s Q) as positive, but with it — ​negative.

Summarizing the above, the researcher 
runs the risk of encountering an incorrectly 
estimated model due to endogeneity. At 
the same time, the estimation bias in such 
models can vary from insignificant to huge. 
The estimates may even change sign or be 
insignificant.

In this article, we systematize information 
about potential sources of endogeneity and 
methods to overcome it in CF research. Like 
Flannery and Hankins [5], we are primarily 
interested in the structuring of information 
about endogeneity in CF studies, how 
researchers define it and how they deal with it.

Unlike previously cited articles, this paper 
provides descriptions of potential sources of 
endogeneity. Examples from different areas 
of CF research are also given. In addition, 
we will illustrate one way of overcoming 
endogeneity by examining the impact 
of companies’ additional non-financial 
reporting about their activities on the firm’s 
performance. This is a relatively new topic 
in the field of CF. The Journal of Corporate 
Finance published 56 articles on this topic, 33 
of which were published in the last 5 years.1 
Within the framework of this topic, methods 
for determining endogeneity and ways to 
deal with it are demonstrated on a sample 
of 663 companies in the BRICS countries in 
2007–2016. During model evaluation, it was 
shown that one of the most reliable methods 

1  The search was carried out using the keywords “non-financial 
report”, “CSR”, “ESG”, “IR”, “sustainability” in all publications 
of the journal in Scopus.
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for estimating endogeneity regressions, the 
Blundell-Bond method, is not the default 
method for working with endogeneity, like 
the individual fixed effect model. From a 
statistical point of view, it was possible to 
overcome endogeneity in the model only by 
using the two-stage least squares method. 
This shows that researchers should choose 
the best estimation method using appropriate 
econometric instruments.

Further, this article is structured as follows: 
in the section “Endogeneity” this problem is 
considered as such, and the applicability of 
methods to deal with it in CF is analyzed; The 
section “Causes of endogeneity and ways to 
deal with it” is devoted to the systematization 
of potential sources of endogeneity in CF and 
methods to overcome it, depending on its 
source. The third section, “Endogeneity in 
panel data models”, contains a table describing 
the advantages and disadvantages of the most 
popular methods for dealing with endogeneity 
using panel data. The fourth section “Testing 
and dealing with endogeneity using the 
example of a model for assessing the impact 
of non-financial information disclosure on 
the cost of capital in the BRICS countries” is 
devoted to an empirical test of the applicability 
of the above methods. The last section contains 
conclusions from the theoretical and empirical 
parts of the paper.

ENDOGENEITY
Before moving on to the real reasons for the 
inconsistent and/or biased results of model 
building with endogeneity, it is worth noting that 
it may not have been present in many research 
papers. Wintoki et al. [2] cited articles in which 
endogeneity was present, but there were no 
ways to overcome it. However, they might have 
gotten this impression because of the style of 
presenting the methodology in the articles. As in 
all branches of economics, econometric models 
serve as a tool in CF, a detailed description of 
which is quite often neglected. This is because 
the main research result usually consists in the 
refutation or confirmation of the hypotheses 
posed by the researcher in the field of CF, and 
not in the application of the econometric 

model.2 In such cases, the authors omit “extra” 
details, because they are forced to present the 
main material in a text of a limited size. The 
description of important econometric details 
depends on technical factors (requirements 
for the text length in journals) and accepted 
norms among scientists from different fields of 
economics. The issue of detailing the description 
of methodologies deserves to be noted in this 
article and a separate discussion. Nevertheless, 
the insufficiently detailed description of the 
methodology prompted the authors to focus 
on one of the important problems in CF — ​
endogeneity.

By definition, endogeneity is the presence 
of a non-zero conditional expectation of the 
regression residual for a particular explanatory 
factor. The second more familiar definition is 
the presence of non-zero covariance between 
the explanatory factor and the regression error.

How does this occur in CF? The company 
solves complex problems. Decision-making on 
each of them is influenced by both external and 
internal corporate factors. As a result, there is 
a simultaneous influence of internal factors 
on each other, which is one of the reasons for 
endogeneity in CF models — ​simultaneity. We 
consider this and other reasons for a specific 
example. Often the issue of endogeneity is 
raised in capital structure studies, which is 
one of the main topics in CF. The CEO power 
can influence the capital structure. This 
is a relatively new explanatory factor that 
endogeneity may entail.

The reasons for this may be the following:
1)  it is a hard-to-measure quantitative value, 

which may remain an omitted variable;
2)  a proxy can be invented for it; however, 

it can be inaccurate and will reflect the CEO 
power with a big error. Or the proxy will take 
into account not only the influence of the CEO 
in the company (measurement error);

3)  if researchers decide to use peer review 
to measure CEO power and other indicators, 
then a specific measurement error may arise — ​
common-method variance (CMV);

2  An exception is the papers in which the econometric model 
is applied for the first time within the framework of the task. 
In such cases, the authors usually describe each step in detail.
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4)  during the study, simultaneity may take 
place. In CF, it can arise, for example, when 
studying the factors affecting the absolute 
liquidity ratio. Trade-off theory states that 
financial leverage and liquidity ratio are 
determined simultaneously.

The presence of one of the four sources 
of endogeneity makes the estimates of the 
coefficients biased and inconsistent, which 
also makes it difficult to interpret the model 
as a whole. Moreover, the inconsistency gets 
worse as the number of observations increases. 
And large samples (more than a thousand 
observations) are characteristic of studies in 
the field of CF published during the last decade.

In turn, Grisser and Hadlock [22] emphasize 
that a large number of studies in the field of CF do 
not test the model for endogeneity (in a strong or 
weak form), as well as the application of methods 
to deal with this problem. Gippel et al. [3, p. 144] 
note that only three out of 30 studies use tests 
to detect endogeneity and methods for leveling it. 
Most of the studies simply mention its possible 
presence. Although the volume of articles on CP 
with the mention of the word “endogeneity” has 
increased, a similar phenomenon and incorrect 
ways to deal with endogeneity continue to be 
observed not only in Australian articles but also 
in articles around the world [23–25].

However, in  the last  5–7 years, CF 
researchers have come across the problem of 
endogeneity much more often. This can be 
caused by several reasons:

•  researchers [5, 16]  recognize that 
endogeneity may be one of the possible 
causes of the problem of inconsistency and 
incomparability of results;

•  the number of articles devoted to the 
problem of endogeneity has increased;

•  the growing interest in regressions to 
evaluate panel data, which have become 
widely used to work with CF endogeneity.

If we look at methodological econometric 
papers published around the same time 
as Gippel et al. [3], they are rarely cited in 
empirical studies on CF 3 (Fig.).

3  We refer to citations for papers specifically on the method, 
and not to the result of applying the method. For example, 
Dang et al. (2015) [26] are cited in 67 papers. Most of the 

A small number of citations may be due to 
the fact that they were published in journals 
not devoted to the topic of CF: over the past 
three years, methodological articles [22, 26–
29] from CF journals have been cited more 
often than articles from econometric journals 
[30–34].

This article contributes to methodological 
research on endogeneity in CF and adds to the 
existing articles as follows:

1.  This article lists possible sources of 
endogeneity in CF studies.

2.  T h i s  a r t i c l e  h i g h l i g h t s  t e s t s  fo r 
endogeneity and ways to deal with it.

3.  Like Flannery, Hankins [5] and Campbell, 
Nagel [35], we illustrate with real data the 
possible bias of the study results that does not 
take into account endogeneity. In contrast to 
these works, this illustration was made as part 
of solving the problem of assessing the impact 
of issuing non-financial reporting on the cost 
of equity of companies based on data of 663 
companies from the BRICS countries for 2007–
2016.

CAUSES OF ENDOGENEITY AND WAYS  
TO DEAL WITH IT

As mentioned above, there are 4 causes for 
endogeneity: measurement error variables, 
common method variance, omitted variables, 
and simultaneity. Endogeneity due to any 
of these causes can be detected using the 
Hausman test [36], also called the Durbin-
Wu-Hausman (DWH) test, and the Wooldridge 
test [37].

The Hausman test [36] consists in comparing 
the reliability of estimates. In the case of 
endogeneity, the least squares method (LSM) 
estimates and instrumental variables (IV) are 
compared with the endogenous variable. If 
there is no difference between them in terms 
of consistency, then the null hypothesis is not 
rejected, the variable is exogenous. The DWH 
test is presented differently by the authors, 

citations are related to the degree of influence of SOA (speed 
of adjustment) on the level of leverage. Only in some papers, 
researchers refer to the effectiveness of applying one or 
another method, depending on the presence of endogeneity 
and other problems in the data.
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however, if the errors are homoscedastic, 
the options of the three investigators are 
equivalent. In turn, the Wooldridge test [37] 
is the right instrument to test for endogeneity 
in the presence of heteroscedasticity. The null 
hypothesis is similar to the null hypothesis of 
the Hausman test.

Measurement errors
Measurement errors can be defined as the use 
of error-measured regressors instead of real 
regressors. In CF, measurement errors can be 
associated with:

•  source data errors (for example, incorrectly 
loaded data from financial statements);

•  errors in data aggregation (for example, 
irrelevant peer companies were selected to 
calculate the discount factor; an error in 
the formula when calculating the average 
capitalization for the industry);

•  errors related to measurement methods 
(for example, CEO skills are poorly measured 
by their total work experience).

Measurement errors can be avoided by some 
common preventive measures to check the 
obtained data. This is controlled at the stage 
of uploading data and performing calculations 
to obtain exogenous factors. The control of the 
factor at the stage of unloading is carried out by 
checking the methodology for calculating the 
variable in the data source. Checking one’s own 
calculations is also a method of dealing with 

measurement errors. However, such preventive 
measures do not guarantee the absence of 
measurement error. Several methods for 
dealing with data containing measurement 
errors have been proposed by Zhang et al. [38] 
and Qin et al. [39]. They are grouped as follows:

•  methods that directly correct the bias of 
naive estimates: the naive estimator correction 
method, simulation extrapolation (SIMEX);

•  correction methods based on the 
likelihood function, generalized linear models;

•  methods based on unbiased evaluation 
functions;

•  method of instrumental variables.
It is worth remembering that these methods 

have limitations in application. Instrumental 
variables may not be available. When 
implementing SIMEX, it may be difficult to 
select an extrapolation function. Correction 
methods based on the likelihood function 
require assumptions about the true distribution 
of factors and measurement errors. The 
construction of unbiased estimating functions 
under given assumptions about the distribution 
of factors is also a non-trivial problem. In 
addition to these methods, there are other 
robust methods for estimating regression 
equations [20, 21], which are improved methods 
for estimating the parameters of generalized 
linear models.

In financial economics, there is extensive 
practice in evaluating models with errors. 
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Aggregate information on this practice can 
be found in Chen et al. [40]. In the financial 
economy, measurement errors are reduced with 
the help of:

•  calculation of estimates of the generalized 
method of moments (GMM);

•  Bayesian estimates;
•  three stage least squares method (3SLS);
•  linear structural relations equations 

(LISREL);
•  a particular case of LISREL is the Multiple 

Indicator, Multiple Cause (MIMIC) model.

Common method variance
The common method variance, CMV, is detailed 
by Wall et al. [41]. In fact, CMV is a pseudo-
connection between variables, which is due 
to the presence of a factor — ​the source of the 
values of these variables. If a researcher were to 
conduct a survey among experts regarding the 
company performance on various parameters, 
the pessimistic experts would underestimate 
the estimates for all  parameters. This 
problem is mainly related to personal data. CF 
researchers potentially rarely encounter such 
a source of endogeneity. If it is necessary to 
eliminate such bias in models, one should 
turn to articles in psychology or sociology [41–
43]. Approaches to the compilation of survey 
materials and their processing are described in 
various sources, the most cited among which is 
the article by Podsakoff et al. [42]. Methods for 
checking CMV and some ways to deal with it 
are described in articles [41, 43].

Omitted variables
Omitted variables are one variation of the 
model specification error. The main ways to 
deal with the omitted variable error are to 
change the specification of the model and 
apply the IV method. A specification change 
can be expressed both in the transition to a 
completely alternative specification and in the 
transition to structural equation models (SEM).

Radically changing the model specification 
is an expensive way to solve the problem of 
omitted variables. This method will require a 
lot of time and resources. However, the main 
obstacle in its implementation is usually 

the lack of theory of using alternative model 
specifications. As for instrumental variables, 
these are variables that should have two 
properties: strongly correlated with the 
endogenous explanatory factor and weakly 
correlated with the model error. Although 
finding the right instrument is not a trivial 
task, this method is quite popular in articles. 
Over the past 5 years, the Journal of Corporate 
Finance has published about 270 articles 
on CF using the IV method.4 This is partly 
due to the fact that there are some universal 
tools: endogenous variable lags or high-order 
moments. Instrumental variables can also be 
searched in new databases: specific industry 
and regional indicators can be found in the 
Observatory of Economic Complexity database,5 
CEO information can be found in the BoardEx 
of Management Diagnostics Limited,6 Standard 
& Poor’s ExecuComp database, etc.

Estimation methods with instrumental 
variables are usually instrumental variable 
method (IV), which includes Jackknife 
corrections (Jackknife IV estimates, described 
in the paper by Carrasco et al. [44]), two-stage 
least squares (2SLS, described in the paper 
by Schaffer [45]) and the generalized method 
of moments (GMM, described in the paper 
by Schaffer [45]), which is recommended for 
potentially overdetermined models. There 
is also a three-stage least squares method 
(3SLS, described in the paper by Qian, Schmidt 
[46]), the application of which will change 
the specification of the model to a system 
of externally uncoupled equations (SUR). 
Fixed effect models have become popular 
as a method of solving the omitted variable 
problem associated with each company. They 
clearly include the individual effect for each 
firm. However, this method is not a panacea, 
as described in more detail by Campbell, 
Nagel [35].

4  Search results for articles with the keyword “instrumental 
variable” in the Journal of Corporate Finance. URL: https://
www.sciencedirect.com/search?qs=%22instrumental%20
variable%22&pub=Journal%20of%20Corporate%20Finance&
cid=271687&years=2021%2C2020%2C2019%2C2018%2C2017
&lastSelectedFacet=years (accessed on 06.07.2021).
5  URL: https://oec.world/en/ (accessed on 06.07.2021).
6  URL: https://corp.boardex.com/ (accessed on 06.07.2021).
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Simultaneity
This problem is related to the fact that not one 
endogenous variable appears simultaneously 
in the model, but two or more. In other words, 
in one unit of time, both the explained variable 
and some explanatory factors are determined. 
This is also manifested in an unobvious 
causality between endogenous factors. In 
CF, simultaneity arises when considering the 
following questions:

•  non-financial reports add value to the firm 
or high-value firms issue non-financial reports;

•  the owners of the company set the level 
of credit risk the company accepts. Or can a 
certain level of the company’s credit risk attract 
new owner investors?

As with the previous problem, lag variable 
models and systems of simultaneous equations 
such as vector error correction models (VECM) 
or vector autoregression (VAR) can be used to 
work with simultaneity).

The inclusion of an endogenous explanatory 
variable in the lag model is a fairly popular and 
effective option for dealing with endogeneity. 
However, some of its applications do not 
eliminate the bias caused by simultaneity 
but exacerbate it. Reed [47] showed that 
in the process of overcoming endogeneity, 
researchers evaluated models simultaneously, 
although there was no evidence for this. He 
also demonstrated that endogenous factor lags 
are better used as instrumental variables. They 
showed that lags are an effective instrument 
if they are sufficiently correlated with the 
variable being explained, and lag values are not 
included in the initially estimated equation. 
In other words, if the equation was originally 
estimated:

	          1 ,t t t tY bX cX −= α + + + ε  �  (1)

where ,t tY X  — ​time series, ( )~ 0;t yNε σ , and the 
coefficients b and c can be equal to zero. Many 
researchers have replaced 7 specification with:

	       1 error term.t tY X −= α + β +  �  (2)

7  Some of them are listed in Reed, 2015, p. 897–898.

But there is no reason to replace with, because 
X  may not precede Y  [29, p. 898–902]. And one 
should evaluate (3):

	    error term,t tY X= α + β +  � (3)

using the IV method. In this case, the lag of 
the endogenous explanatory factor ( 1tX − ). will 
be a strong instrument. These results are also 
confirmed for panel models.

ENDOGENEITY IN PANEL DATA MODELS
In the course of developing models for panel 
data, methods for their evaluation were 
developed that make it possible to successfully 
deal with endogeneity, in particular, a model 
with a fixed effect (FE). Also, the method of 
instrumental variables was adapted for panel 
data. At the end of the 20th century, Arellano 
Bond and Blundell Bond [48] developed 
methods of the same name for estimating 
dynamic panel models (Arellano-Bond — ​AB 
and Blundell-Bond — ​BB). In addition to these 
methods, methodologies proposed in other 
studies can work successfully with endogenous 
variables [49, 50]. These 4 methods (FE, IV, 
AB, BB) were comprehensively compared by 
Flannery, Hankins [5]. They tested which of the 
dynamic panel regression estimates gave the 
smallest root mean square error (RMSE). The 
study was conducted on real and simulated 
data on CF, while the simulated data was 
created with the following imperfections: 
unbalanced panel, heterogeneity, and various 
types of endogeneity. The results of the study 
showed that the BB methodology in most cases 
gave the lowest RMSE values (Table 1).

In addition, BB proved to be effective in 
heterogeneity as well. Flannery, Hankins 
[5] and Dang et al. [26] showed that better 
estimates are obtained only when using the 
bootstrap technique for a fixed effect model. 
Nevertheless, the BB method is currently in 
demand among researchers [6, 52–54].

However, it is always worth sticking 
to common sense and not relying on the 
most popular methods. First, researchers 
must be sure that they are using the best 
model available today. Just as in assessing 
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it, is it reasonable to use a very sophisticated 
instrument to deal with endogeneity when 
a relatively simple problem is being solved? 
Should one immediately take an advanced 
method that has already been tested by 
someone, or should one first check the 
alternatives? The question is open whether 
at least it is worth showing in the study if the 
problem of endogeneity was discovered, if it 
really exists, and what methods were used 
to overcome it. And what if one managed to 
overcome it, and the tests say that everything is 
in order? Maybe not entirely. It is possible that 
there was more than one source of endogeneity. 
Based on this principle, in the next section, we 
will show that the Blundell-Bond method is 

not always the preferred method for estimating 
panel regressions in CF. Although often used 
without comparison with alternative methods.

TESTING AND DEALING WITH 
ENDOGENEITY USING THE EXAMPLE 

OF A MODEL FOR ASSESSING THE IMPACT 
OF NON-FINANCIAL INFORMATION 

DISCLOSURE ON THE COST OF CAPITAL 
IN THE BRICS COUNTRIES

As an example of testing and dealing with 
endogeneity, we use a model for assessing 
the impact of non-financial information 
disclosure on the cost of equity. To do this, 
we use a sample of 663 companies from the 
BRICS countries from 2007–2016 (balanced 

Table 1
Comparison of methodologies for panel models’ estimation used in CF

Methods Description

OLS Not applicable

FE

The coefficient accuracy is low when working with wide (short) panels. Exogenous regressors 
are estimated quite accurately in the presence of regression lags, and the coefficients for lags 
are estimated biased. However, in the presence of second-level lags, it shows more reliable 
results than the Arellano-Bond and Blundell-Bond methods. Ineffective in the presence of weakly 
changing explanatory factors

LSDVC [51]
Despite the semantic identity of the coefficients in the case of FE models and the consistency of 
estimates with an unbalanced panel, this option is not suitable for estimating panel models with 
endogenous variables

IV (2SLS)

Two-stage least squares method is the traditional way to evaluate regressions to deal with 
endogeneity. Required prerequisites: homoscedasticity, including conditional, and does not imply 
work in systems of equations with dependent errors (simultaneous systems). Potentially can be 
used to deal with omitted variables, simultaneity, and measurement errors

Arellano-Bond
Refers to GMM estimates, which, together with the specification, allow model evaluation with 
endogenous variables. Perfect for evaluating models with instruments — ​lags. If the lag values of 
the explanatory factors are weak instruments, the estimates are biased

Blundell-Bond

Refers to GMM estimates, which, together with the specification, allow model evaluation with 
endogenous variables. Similar to the AB approach, it gives inconsistent estimates in the presence 
of second-order autocorrelation. Shows more effective results in the presence of weakly variable 
explanatory factors. Other things being equal, it is invariant to the degree of endogeneity, in 
contrast to AB, and is the preferred method of assessment, because it gives the lowest RMSE in 
the presence of different sources of endogeneity

Long difference [49]
Unlike the previously mentioned approaches, lags of the second and higher order can be used as 
instruments. The authors suggest choosing the largest of the available lags. The method showed 
average results in the presence of endogeneity and other issues

Four period 
differencing [50]

Unlike Hahn et al. [49], it is recommended to use not the largest available lag. The method 
showed average results in the presence of endogeneity and other issues

Source: authors’ analysis [5].
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panel). The topic of assessing the impact 
of non-financial information disclosure, 
including corporate social responsibility (CSR) 
and environmental, social, and corporate 
governance (ESG), began to gain popularity in 
the previous decade and is still relevant today. 
This is evidenced by numerous articles on this 
subject [55–64]. Non-financial information is 
disclosed in non-financial reports (hereinafter 
referred to as NFR). The sample includes the 
release of NFR according to the most popular 
standards: the Global Reporting Initiative 
(GRI) 8 and the International Integrated 
Reporting Council,9 which recently included the 
International Integrated Reporting Committee 
(IIRC) 10 and the Sustainability Reporting 
Standards Board (SASB).11

This topic was chosen as an illustrative 
example, as many researchers in this field 
[64, 65] drew attention to the presence of an 
endogeneity problem in models. A meaningful 
interpretation of the endogeneity problem is: 
could the companies that issued NFR raise 
capital at a lower rate, or did companies that 
had access to cheaper equity issue NFR?

Model
Based on a number of studies [66–70], a 
model for assessing the impact of information 
disclosure in non-financial reporting on the 
cost of capital was formed, the description of 
the variables of which is presented in Table 2.

, 0 1 , 2 , 3 ,

4 , 5 , 6 ,
1

,
1 1

.

/i t i t i t i t

i t i t i t j
j

t k i t
t k

COE NFR Size M B

Lev LTG ROA Industry

Year Country

−

− −

= β + β + β + β +

+ β + β + β + +

+ + + ε

∑

∑ ∑

Sample
The sample contains 6630 observations of 663 
companies over 10 years: 2007–2016. The data 

8  Global Reporting Initiative. URL: https://www.
globalreporting.org/ (accessed on 22.07.2021).
9  Value Reporting Foundation. URL: https://www.
valuereportingfoundation.org/ (accessed on 22.07.2021).
10  International Integrated Reporting Council. URL: https://
integratedreporting.org/ (accessed on 22.07.2021).
11  Accounting Standards Board. URL: https://www.sasb.org/ 
(accessed on 22.07.2021).

was collected from the Bloomberg database 
and a GRI database.12 Descriptive statistics of 
variables are presented in Table 3.

The number of observations for the 
variable long-term growth rate (LTG) is 1326 
fewer (663 observations each for 2007 and 
2008), since data for 3 years were used in the 
calculation. The correlation matrix is presented 
in the Appendix (Table 1). Tables 2 and 3 of the 
Appendix show the distribution of companies 
by country and industry, respectively. Financial 
sector companies were excluded from 
the sample due to their excellent balance 
sheet structure and additional government 
regulation.

Model evaluation and endogeneity testing
The models were evaluated using the STATA14 
data analysis software package. The first step 
in the econometric analysis is the choice of a 
model estimation method. Let us compare 
the end-to-end model (pool) estimated by 
the least squares method without taking into 
account the individual effect with the estimates 
obtained by the generalized least squares 
method (GLM) with random (RE) and individual 
fixed (FE) effects (Table 4).

In the FE model, the inclusion of variables 
that do not change over time is impossible, 
since they are taken into account in the 
individual fixed error.

Based on the results of Breusch-Pagan [73], 
Hausman [36], and the F-test of the FE model 
[74], the FE model was chosen. The test results 
are presented in Table 5.

The Breusch-Pagan test demonstrates 
that the null hypothesis is rejected and the 
inclusion of individual random error makes 
the estimates more accurate, in other words, 
the RE model is preferred to the pooled model. 
According to the results of the Hausman test, 
the main hypothesis is rejected (p-value < 
0.01): the FE model describes the data better 
than the RE model. The chosen model is 
significant because the null hypothesis F of 
the test is rejected. Note that fixed effects 

12  URL: https://www.globalreporting.org/reporting-support/
reporting-tools/sustainability-disclosure-database/ (accessed 
on 22.07.2021).

CORPORATE FINANCE



FINANCE: THEORY AND PRACTICE   Vol. 26,  No. 3’2022  financetp .fa.ru 73

models are a widely used way of estimating 
panel data in CF.

The obtained results indirectly show the 
presence of endogeneity: the FE model turned 
out to be the best, i. e. the usual error ( ,i tε ) is not 
enough to correctly estimate the model. Further 
analysis using a modified Wald test revealed 
heteroscedasticity, which we will correct in the 
further analysis. Multicollinearity and spatial 
autocorrelation were not found. However, 
according to the Wooldridge test [75], there is 
serial autocorrelation. The feasible generalized 
least squares (FGLS) method can deal with this 
problem.

To test the hypothesis that the cost of 
capital decreases after the release of NFR the 

second model (Table 6) includes the NFR lag, 
which turned out to be significant. Therefore, 
the issuance of NFR leads to a reduction in 
the cost of equity, and not vice versa. Lags 
of higher order are insignificant. Note that 
financial leverage is significant only at the 15% 
significance level (p-value = 0.12). In the course 
of clarifying the reasons for the insignificance 
of this factor, a correlation was found between 
the residuals of the model and NFR equal to 
0.34, which indicates the endogeneity of NFR. 
We also performed an endogeneity test, the 
null hypothesis of which is that the variable is 
exogenous. According to the results of this test, 
the endogeneity of NFR was again confirmed 
(Table 7).

Table 2
Description of the variables used in the model

Variable Description Impact

 ,i tCOE

A company’s cost of equity is calculated using the capital asset pricing model (CAPM 
[71]):  ( )*f m fCOE r r r= + β − ,  
where fr  — ​ ​the risk-free rate measured as a yield on 10-year government bonds, 

�—mr  market return; 
( )

( )
,�� �

� m

m

cov COE r

var r
β =  — ​a measure of systematic risk

 ,i tNFR
The binary variable NFR is 1 if the company issued an NFR in the current year, and 0 
otherwise

–

 ,i tSize Natural logarithm of a company’s total assets at the end of the year –

 ,/ i tM B The market-to-book ratio of the company at the end of the year –

 ,i tLev Financial leverage, measured as the debt-to-equity ratio at the end of the year +

 ,i tLTG Long-term growth rate calculated as the average of 3-year sales growth rates –

 ,i tROA
Return on assets, calculated as the company’s net profit-to-assets ratio at the end of 
the year

–

 jIndustry Binary variable for industries

 kCountry Binary variable for countries

 tYear Binary variable for years

Source: Evdokimova M. S., Kuzubov S. A. [72].
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Table 3
Descriptive statistics

Variables Obser. Average Stand. error Min. Max.

COE 6.630 11.88 2.95 1.73 21.87

NFR 6.630 0.15 0.35 0 1

Size 6.630 6.75 1.38 2.86 11.48

ROA 6.630 5.03 6.47 –89.16 65.38

Leverage 6.630 0.35 0.55 0 11.95

LTG 5.304 7.83 11.24 –38.01 138.76

M/B 6.630 2.61 1.75 0.05 9.96

Source: authors’ calculations.

Table 4
Estimates of pool model and GLS models with random (RE) and individual fixed effects (FE)

VARIABLES
pool RE FE

Cost of equity

NFR –0.144 –0.452*** –0.730***

(0.0917) (0.103) (0.117)

Size 0.0216 –0.0676 –0.551***

(0.0263) (0.0420) (0.0950)

ROA –0.0458*** –0.0245*** –0.0146***

(0.00525) (0.00526) (0.00559)

Leverage 0.0658*** 0.0845*** 0.118***

(0.0232) (0.0303) (0.0392)

LTG –0.0155*** –0.00921*** –0.00555**

(0.00280) (0.00260) (0.00268)

M/B 0.0871*** –0.139*** –0.266***

(0.0200) (0.0218) (0.0240)

Dummies for years Yes Yes Yes

Dummies for countries Yes Yes No

Dummies for industries Yes Yes No

(0.117) (0.0945) (0.101)

Constant 11.47*** 12.27*** 14.51***

(0.199) (0.303) (0.593)

Observations 5.304 5.304 5.304

R-squared 0.366 0.450

Number of Id 663 663

Note: Standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1.

Source: authors’ calculations.
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Dealing with endogeneity
To deal with the NFR endogeneity, we turn 
to the method of instrumental variables (IV), 
the essence of which is to select instruments 
that are correlated with the endogenous 
variable, but not correlated with the residuals 
of the model. The search for instruments 
was carried out using the analysis of the 
extended correlation matrix, including the 
saved residuals of the FGLS model. The 
results of model estimation by the method 
of instrumental variables with NFR lag and 
financial leverage lag used as instruments are 
presented in Table 8.

It is worth noting that the IV method on 
panel data, when using a model with individual 
fixed effects, does not allow adding a constant 
to the model. Because of this, the value of the 
coefficients for binary variables for years has 
increased. To assess the quality of instruments, 
we have to perform several tests:

1.  Underidentif ication test, i ts  null 
hypothesis: instruments have insufficient 
explanatory power to predict endogenous 
variables [76].

Table 5
Results of Breusch-Pagan, Hausman tests and F-test of FE model

Test (1) Breusch-Pagan (2) Hausman (3) F-test of FE model

H0 No individual random effect
Complex error model with 
( ), 0i itcov u X =  — ​RE correctly 

specified
No individual fixed effect

Statistics ( )2 �1χ  = 2222.33 ( )2 � 6χ  = 175.95 F (13,4628) = 290.77

P-value 0.0000 0.0000 0.0000

Source: authors’ calculations.

Table 6
FGLS FE estimation taking into account serial 

autocorrelation and heteroscedasticity

VARIABLES FGLS,

(1) NFR (2) lag NFR

Cost of equity

NFR –0.202**

(0.0952)

L.NFR –0.253**

(0.103)

Size 0.109*** 0.111***

(0.0264) (0.0260)

ROA –0.0698*** –0.0699***

(0.00531) (0.00530)

Leverage 0.0368 0.0364

(0.0237) (0.0237)

LTG –0.0194*** –0.0194***

(0.00291) (0.00291)

M/B 0.101*** 0.101***

(0.0199) (0.0199)

Dummies for 
years

Yes Yes

Constant 10.23*** 10.21***

(0.191) (0.190)

Observations 5.304 5.304

Number of Id 663 663

Note: Standard errors in parentheses; *** p < 0.01, ** p < 0.05,  

* p < 0.1.

Source: authors’ calculations.

Table 7
NFR endogeneity test

NFR endogeneity test statistics 10.634

P-value 0.0011

Source: authors’ calculations.
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2.  Weak identification test checks whether 
instrumental variables explain the endogenous 
variable. Instruments are considered strong if 
the Cragg-Donald Wald F statistic exceeds all 
critical Stock-Yogo values [77].

3.  Hansen-Sargan’s J overidentification test 
[76]. Null hypothesis: instruments are valid 
(not correlated with errors).

In our case, all three tests were successfully 
passed, therefore, the instruments are strong 
(Table 9).

However, we established a second-order 
autocorrelation (AR (2)), to overcome this we 
included the first and second lags of the cost of 
equity in the instrumental model, which solved 
the problem of endogeneity. The results of the 
evaluation of the final model are presented in 
Table 10.

The instruments for the NFR are the NFR lag, 
the financial leverage lag, and the cost of equity 
lag used in the first stage of the 2SLS valuation. 
All three tests for this specification were 
successfully passed (Table 11), the instruments 
are strong, and the problem of endogeneity is 
solved (Table 12).

The correlation between the lags of the cost 
of capital and the residuals of the final model 
does not exceed 0.01 (Table 13).

In the presence of serial autocorrelation and 
endogeneity, dynamic models of AB and BB 
or LSDVC estimates and the method of long 
differences (LD) can be used. However, the 
necessity of their application is justified by the 

Table 8
IV FE estimation taking into account 
heteroscedasticity and endogeneity

VARIABLES
IV,

Cost of equity

NFR –1.303***

(0.223)

Size –0.455***

(0.0886)

ROA –0.0160**

(0.00671)

Leverage 0.110**

(0.0440)

LTG –0.00656***

(0.00254)

M/B –0.259***

(0.0244)

Dummies for years Yes

Observations 5.304

Number of Id 663

R-squared 0.446

Note: Robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, 

* p < 0.1.

Source: authors’ calculations.

Table 9
Test results for evaluating the quality of instruments

Test Underidentification test Weak identification test Overidentification test

Statistics
Kleibergen-Paap rk LM 

statistic = 290.956
Cragg-Donald Wald F 
statistic = 1090.522

Hansen J statistic = 0.363

P-value 0.000 0.5467

Stock-Yogo critical values:

10% maximal IV size 19.53

15% maximal IV size 11.59

20% maximal IV size 8.75

25% maximal IV size 7.25

Source: authors’ calculations.
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presence of a non-zero correlation between 
the lags of the explained variable and the 
residuals of the model, which is not observed 
in our model. In other words, in the case of our 
application of AB, BB or LD at once, without 
gradually solving all the problems that violate 
the Gauss-Markov assumptions, we would 
never get unbiased coefficient estimates. Going 
to any of these models without testing the 
assumptions and characteristics of the simpler 
models would show that they are irrelevant. 
The BB estimates bias can be seen in Table 14.

Considering that the average value of the 
cost of capital in the analyzed sample is 11.88 
percentage points, its reduction from NFR 
issuance ranges from 0.73 and 0.78 percentage 
points (6% of the average) in FE and final 
models, respectively, up to 1.3 percentage 
points (11% of the average) in the IV model 
without taking into account autocorrelation. 
The estimates differ almost by a factor of 2, 
which is essential for interpreting the results 
obtained and using them in practice.

Since no other endogenous variables were 
identified, the analysis of the illustrative example 
is completed on the final model, the results of 
which are given in Table 10.

CONCLUSIONS
Due to the complexity of company organization, 
CF models can potentially always contain 

Table 10
Final model: IV FE estimation taking into account 

heteroscedasticity, endogeneity and AR (2)

VARIABLES IV with COE lags,
Cost of equity

NFR –0.784***

(0.264)

L.COE 0.182***

(0.0197)

L2.COE –0.0970***

(0.0145)

Size –0.479***

(0.131)

ROA –0.0157**

(0.00734)

Leverage 0.107**

(0.0494)

LTG –0.00337

(0.00281)

M/B –0.250***

(0.0272)

Dummies for years Yes

Observations 4.641

Number of Id 663

R-squared 0.446

Source: authors’ calculations.

Note: Robust standard errors in parentheses;  *** p < 0.01,  

** p < 0.05, * p < 0.1.

Table 11
Test results for evaluating the quality of instruments

Test Underidentification test Weak identification test Overidentification test

Statistics
Kleibergen-Paap rk LM 
statistic = 209.207

Cragg-Donald Wald F 
statistic = 710.499

Hansen J statistic = 0.672

P-value 0.000 0.4123

Stock-Yogo critical values:

10% maximal IV size 19.53

15% maximal IV size 11.59

20% maximal IV size 8.75

25% maximal IV size 7.25

Source: authors’ calculations.
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endogeneity. This paper continues the 
discussion about the presence of endogeneity 
in these models and how to deal with it. In 
contrast to previous works on this topic, our 
article provides examples of potential sources 
in different areas of research in the field of 
CF and considers various ways to deal with 
endogeneity.

In the course of a systematic review of the 
literature, we found that many researchers 
recommend using regressions to evaluate 
dynamic panel models, as they are the most 
successful in leveling the effects of various 
kinds of endogeneity. In particular, according 
to the results of the review, the Blundell-Bond 
method is the most appropriate.

However, when conducting an empirical 
study using methods to detect and overcome 
endogeneity, we found that this method may 
not be sufficient to eliminate endogeneity. As 
part of an empirical study, we tested the impact 
of NFR on the cost of capital of 633 companies 
from the BRICS countries from 2007–2016. Our 
result is consistent with previously published 

research on this topic: NFR has a negative 
impact on the cost of capital. However, this 
result was obtained using the method of 
instrumental variables on panel data (IV 2SLS). 
And the generalized least squares method with 
an individual fixed effect (FGLS FE), as well as 
BB, was not enough to overcome endogeneity.

According to the estimates obtained in 
this study, we found a non-critical change in 
the coefficient for the endogenous variable 
between FE and the final IV models, however, 
if we settled on the 2SLS IV estimate without 
taking into account autocorrelation, the 
coefficient would be 2 times larger. According 

Table 12
NFR endogeneity test

NFR endogeneity test statistics 2.148

P-value 0.1428

Source: authors’ calculations.

Table 13
Correlation of potentially endogenous variables with the final model’s residuals

Variables COE L.COE L2.COE NFR Residuals

COE 1.00

L.COE 0.49*** 1.00

L2.COE 0.21*** 0.47*** 1.00

NFR –0.09** –0.01*** 0.09*** 1.00

Residuals 0.58*** 0.00 0.00 0.02 1.00

Source: authors’ calculations.

Note: *** p < 0.01, ** p < 0.05, * p < 0.1.

Table 14
Beta coefficients of NFR variable in the estimated models

Model FE FGLS IV BB IV final

NFR beta
–0.730***

(0.117)
–0.202**
(0.0952)

–1.303***
(0.223)

–1.018***
(0.217)

–0.784***
(0.223)

Source: authors’ calculations.

Note: Standard errors and robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1.
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to the review of the literature, this is not the 
worst manifestation of endogeneity, since the 
absence of a correction for it can lead to an 
even greater coefficients bias, insignificance, 
and even a change in sign.

The results of our study will be primarily 
useful both for experienced and novice 
researchers of the cost of capital, and for CF 
researchers in general. Also, our study may 
be of interest to practitioners in the field of 
business valuation, and investors to evaluate 
and apply models that have a high predictive 

ability due to objective coefficient estimates. 
Also, this article can be useful when conducting 
seminars on СF or econometrics.

Research on the problem of endogeneity 
has great potential for development both from 
the point of view of researchers in the field of 
econometrics involved in the development of 
new models that take into account endogeneity 
and from the side of CF practitioners, many of 
whom are faced with the problem of choosing 
the best way to evaluate the model with 
endogeneity.
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Appendix

Table 1
Correlation matrix

Variables COE NFR Size ROA Leverage LTG M/B

COE 1.00

NFR –0.03*** 1.00

Size 0.04*** 0.43*** 1.00

ROA –0.15*** 0.09*** –0.03** 1.00

Leverage 0.06*** 0.05*** 0.29*** –0.28*** 1.00

LTG –0.09*** 0.03** 0.08*** 0.32*** –0.01** 1.00

M/B –0.03*** –0.05*** –0.25*** 0.24*** –0.043 0.12*** 1.00

Note: *** p < 0.01, ** p < 0.05, * p < 0.1.

Source: authors’ calculations.

Table 2
Companies’ distribution across countries

Country Number of companies

Brazil 15

China 437

India 163

Russia 11

South Africa 37

Total 663

Source: authors’ calculations.

Table 3
Companies’ distribution across industries

GICS code Industry Number 
of companies

10 Energy 17

15 Materials 133

20 Industry 177

25 Consumer Discretionary 115

30 Consumer Staples 58

35 Healthcare 54
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GICS code Industry Number 
of companies

45 Information Technology 53

50 Communication Services 4

55 Utilities 39

Diversified Corporations 13

Total 663

Source: authors’ calculations.
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