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INTRODUCTION
Time series prediction is difficult, mostly due 
to unexpected changes in the economy and in‑
formation asymmetry. Due to market volatility, 
the quality of regression predictive modeling 
has recently been a major concern. Therefore, 
it must be carefully evaluated.

A time series is a sequence of observation 
values taken at successive equally spaced 
points in time. Examples of a time series may 
include production output, number of insur‑
ance products sold, floods, etc. Time series 
are widely used in statistics, signal process‑
ing, pattern recognition, econometrics, fi‑
nance, astronomy, engineering, and most 
other human activities, which involve tempo‑
ral measurements. Time series analysis com‑
prises methods for analyzing time series data 
in order to extract meaningful information to 

predict future values   based on previously ob‑
served values.

Time series data have a natural temporal or‑
dering. This makes time series analysis distinct 
from cross-sectional studies (e. g. explaining 
people’s wages by reference to their gender). 
Time series analysis is also distinct from spa‑
tial data analysis (the dependence of wages on 
the region). Time series models reflect the fact 
that observations close together in time will be 
more closely related than observations further 
apart.

The aim of this work is the best time series 
predictive model, considering the minimization 
of errors and high accuracy of the prediction.

In the context of predicting financial time 
series, the ARIMA model (autoregressive in‑
tegrated moving average model, sometimes 
called the Box-Jenkins model) is one of the 
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most popular and frequently used time series 
models [1]. Popular models of deep learning 
are RNN (recurrent neural network) [2] and its 
modification LSTM (long short-term memory), 
introduced by Z. Hochreiter and J. Schmidhu‑
ber in 1997 [3]. Deep learning allows you to find 
complex patterns in sequential spatial chains. 
For example, a recurrent neural network is used 
to recognize handwritten text and speech. The 
LSTM model, in particular, was used to predict 
the volatility of the S&P 500 index [4–6].

This article compares the ARIMA and LSTM 
models, and the criterion for comparison is min‑
imizing the prediction errors. The ARIMA mod‑
el was selected due to its ability to work with 
non‑stationary data. Among other deep learning 
models, LSTM was chosen as the most suitable 
model for predicting time series with the capac‑
ity to preserve memory for a long period of time.

ALGORITHMIC TRADING
Over the past few decades, algorithmic trading 
has been actively developing due to a combi‑
nation of factors: rapid development of ma‑
chine learning methods, development of data 
processing and analysis technologies, growing 
capacities for more data storage and processing. 
Besides, the complexity of trading system algo‑
rithms used by market participants is growing, 
as they compete not only with those who do not 
use automated systems, but also with each oth‑
er. Therefore, the study of applying various ma‑
chine learning algorithms to algorithmic trad‑
ing problems is an urgent issue. These studies 
are of interest not only to algorithmic trading 
companies, such as hedge funds, but also to the 
scientific community: applying machine learn‑
ing algorithms to the field in question can bring 
new knowledge to the development of machine 
learning as a branch of computer science that 
can be applied to other subject areas.

The theoretical value of the work is the 
development of research on applying machine 
learning methods to algorithmic trading. 
Moreover, similar methods can be applied 
to other subject areas when searching for a 
strategy for the most accurate prediction of 

the next value of the time series to maximize 
profits. The practical value of the work is the 
possibility to create software products for stock 
trading based on the studied algorithms.

MACHINE LEARNING 
IN THE STOCK MARKET

Stock market is a public trading platform for 
buying and selling securities of various com‑
panies. The successful prediction of a stock’s 
future price is an important economic task for 
a wide range of companies, since could yield 
significant profit. From the very beginning of 
stock markets, people have been looking for 
and developing ways to predict stock quotes 
as accurately as possible. As a result, there are 
three main approaches: fundamental analysis, 
technical analysis and technological methods. 
Sometimes, these approaches have mutually 
exclusive results within one task (some predict 
the future value; the others predict the direc‑
tion of movement for a given period). However, 
all of them are used for trading on stock mar‑
kets. Improving prediction accuracy remains 
relevant for all companies in stock markets. 
This paper is devoted to applying machine 
learning (including deep learning) to predic‑
tion in the stock market. Both classical ma‑
chine learning and neural networks are em‑
ployed as predictive tools. However, reinforced 
learning and genetic algorithms have not be‑
come so popular and developed as many clas‑
sical algorithms (random forest, support vector 
method). A feedforward neural network and a 
backpropagation neural network (as a learning 
method) are one of the known types of neural 
networks. In trading on the stock market, neu‑
ral networks can imitate the actions of an agent 
performing certain tasks. Data preprocessing is 
an important step in building neural networks. 
Many researchers propose their own solutions, 
since there are no standard procedures for pre‑
processing input data due to the wide variety 
of both data and types of preprocessing. On 
the contrary, output data within a specific task 
can be uniquely determined and take the form 
of financial or economic indicators. As for the 
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evaluation of the results, comparing the results 
of the algorithm with the values from the test 
sample is most common.

MACHINE LEARNING METHODS
The most traditional way to apply machine 
learning to algorithmic trading is to learn with 
a teacher (supervised learning). The target vari‑
able, whose value is predicted by the algorithm, 
is the change in the price of an asset over a 
certain period of time or, alternatively, mar‑
ket volatility. At the beginning, machine learn‑
ing prediction on stock exchanges often used 
simple and well‑studied decision trees of the 
support vector machine. Technical market in‑
dicators are usually the input features of such 
algorithms. After neural networks were suc‑
cessfully applied to other tasks, such as natural 
language processing, they were used in algo‑
rithmic trading, for example, to predict price 
changes in the market affected by emerging 
political or economic news. It became possible 
to extract market signals from unstructured in‑
formation. Reinforcement learning is one of the 
fast‑growing method of machine learning. It 
helped to achieve such results as the ability of 
a computer to play various games on the Atari 
simulator without knowing the game rules at a 
level exceeding the level of a person.

Reinforcement learning had been applied to 
the tasks of algorithmic trading before. How‑
ever, supervised learning was more common, 
since it helped achieve better results. Recently, 
the success achieved through reinforcement 
learning in other areas has increased interest 
in applying this type of algorithms to algorith‑
mic trading.

Genetic algorithms are successfully used in 
a wide range of application areas, for example, 
robotics. One can use genetic algorithms in gen‑
eralized problems, such as building ensembles 
of machine learning algorithms to improve the 
accuracy of individual algorithms and building 
decision trees. Genetic algorithms also show 
their effectiveness in such tasks. In algorithmic 
trading, they were initially used mainly to gen‑
erate the so‑called trading rules. This method 

employs genetic algorithms to create functions 
of technical market indicators, the most accu‑
rate in predicting price changes of an asset over 
a certain period. Currently, genetic algorithms 
are used to build automated trading systems.

TIME-SERIES RESEARCH
Time‑series analysis is an interesting field of 
research applied in numerous practical fields 
such as business, economics, finance and com‑
puter science. Time‑series analysis aims to 
study its dynamics, to build a model describ‑
ing data structure and, finally, to predict future 
values of the series. Building an effective model 
with the highest possible accuracy is critical.

Econometrics has traditionally been in‑
volved in time series prediction by various 
methods. The ARIMA model has long been con‑
sidered the standard in this field. However, the 
common ARIMA model has some constraints. 
For example, it is difficult to model nonlinear 
relationships between variables by means of 
the ARIMA model. The model presupposes a 
constant standard deviation of errors, not ob‑
served in practice. An integrated approach with 
the GARCH model (Generalized auto-regressive 
conditional heteroscedasticity) helps ease this 
restriction, but building and optimizing the 
model becomes more difficult. In this sense, the 
GARCH model is intended to clarify volatility 
clustering in financial markets [7].

Traditional machine learning has suggested 
new approaches to prediction. Algorithms such 
as the Support Vector Machines (SVM) and the 
Random Forest (RF) are well-deserved atten‑
tion of experts in many areas, including finance. 
Application of deep learning algorithms was 
the next step.

To predict time‑series, deep learning most 
frequently uses the LSTM model, a special type 
of convolutional neural network. Despite the 
relative novelty of this method, the deep learn‑
ing approach has gained widespread popular‑
ity among researchers. For example, K. Krauss 
and his colleagues used predictive approach‑
es —  deep learning, gradient-boosted-trees and 
random forest —  to model the S&P 500 [8]. The 
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results are the conclusions about the low pro‑
ductivity of deep learning models and their dif‑
ficulty. Various models were compared based on 
economic data [9, 10].

ARIMA AND LSTM MODELS  
AND PREDICTIVE CALCULATIONS

A mathematical description of the ARIMA and 
LSTM predictive models is following.

ARIMA is a generalized ARMA (Autoregres‑
sive moving average) model that combines AR 
(Autoregressive) and MA (Moving average) 
processes. As indicated in the acronym of the 
model, ARIMA (p, d, q) consists of the following 
parts [1, 11]:

AR —  autoregressive. A regression model 
that uses the relationship between observa‑
tions and the number of integrated observa‑
tions (p);

I —  integrated. To ensure stationarity by tak‑
ing differences (d);

MA —  moving average. An approach that an‑
alyzes the relationship between observations 
and residuals when applying the model to inte‑
grated observations (q).

A simple form of an AR model of order p, i. e., 
AR(p), can be written as a linear process given 
by:
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where tx  —  represents the stationary variable; c 
is the constant; iϕ  —  are autocorrelation coef‑
ficients; and  i∈  —  the residuals, are the Gauss‑
ian white noise series with mean zero.

A simple form of an MA model of order q, i. e., 
MA(q), can be written as follows:
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where µ — is the mathematical expectation 
of the process (usually assumed to be equal 
to zero); iθ  — is weights; 0θ  —  assumed to be 
equal to 1; t∈  —   is the Gaussian white noise 
with mean zero. The combination of these 

two models provides an ARIMA model of order 
(p, q):
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The parameters p and q are called the or‑
der of AR and MA, respectively. ARIMA allows 
predictions on non‑stationary data due to the 
integration introduced into the model. This is 
achieved by taking differences —  subtracting 
the levels of the time series from each other.

Given the seasonality of time series, short‑
term components are likely to make a signifi‑
cant contribution to the model. Thus, the mod‑
el should also consider seasonality —  seasonal 
ARIMA (seasonal ARIMA —  SARIMA). The most 
important steps are to evaluate the coefficients 
of the model. If the variance grows over time, it 
is necessary to use stabilizing variance trans‑
formations and taking differences. Using the 
autocorrelation function and the private auto‑
correlation function, one should measure the 
linear relationship between the observations 
and q.

LSTM is a type of the convolutional neu‑
ral network able to “remember” the values of 
the previous observations for future use. For 
more information about the LSTM model, we 
will provide some definitions and explanations 
[2, 3].

Artificial neural network is a neural network 
consisting of at least three layers: input, hid‑
den and output. The number of variables in the 
dataset determines the dimension or number of 
nodes in the input layer. These nodes are con‑
nected by edges. Each edge carries some weight, 
on which it depends whether the signal can 
pass through the layer or not. When an artificial 
neural network learns, the weights based on the 
data are changing. In hidden layers, nodes use 
an activation function (for example, a sigmoid) 
on a weighted sum of input data to convert it to 
the output (in this case, predictions). The out‑
put layer generates a probability vector for var‑
ious predicted values   and selects one with the 
least error. Weights cannot be optimal immedi‑
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ately, so the neural network learns considering 
the result of the previous iteration. These itera‑
tions are called epochs, and the weights change 
until an optimal (given) value is reached.

Recurrent neural network (convolutional 
neural network) is a special neural network, 
aiming to predict the next observation in the 
series. The idea behind the RNN is the desire 
to extract useful information from a series of 
observations to make predictions. Therefore, it 
is necessary to remember earlier observations. 
In the RNN model, the inner layer serves to 
store information from previous observations 
of the series. The main problem is to remem‑
ber a small number of previous observations, 
which is not suitable for long (financial, eco‑
nomic) periods. LSTM networks were developed 
to solve this problem.

Long short‑term memory neural network is 
an artificial convolutional neural network used 
in the field of deep learning. Unlike standard 
feedforward neural networks, LSTM has feed‑
back connections. It cannot only process single 
data points (such as images), but also entire 
sequences of data (such as speech or video). 
Therefore, LSTM is applicable to tasks such as 
handwriting recognition, speech recognition 
and anomaly detection in large data streams 
(network traffic, banking transactions). LSTM 
networks are well‑suited to classifying, pro‑
cessing and making predictions based on time 
series data, since there can be lags of unknown 
duration between important events in a time 
series. This time lag leads to exploding and 
vanishing gradient problems that can be en‑
countered when training traditional RNNs. 
Insensitivity to gap length is an advantage of 
LSTM over RNNs.

There are three layers in LSTM networks:
1. Forget gate —  a number from 0 to 1 is 

output, where 1 indicates the need for complete 
storage, and 0 completely erases from memory.

2. Memory gate selects which data to store. 
First, a sigmoid layer helps select values to 
store.

3. Output gate selects information from 
each cell that has stored it.

COMPARATIVE  
ANALYSIS OF ARIMA  
AND LSTM MODELS

To compare the ARIMA and LSTM models, the 
authors conducted experiments on financial 
data in the form of time series. The main re‑
search question is which algorithm, ARIMA or 
LSTM, allows better time series prediction.

The authors collected 1 historical data on 
stock prices of Russian enterprises: Alrosa, 
Gazprom, KAMAZ, NLMK, QIWI, Rosneft, VTB 
and Yandex. Each data set contains values such 
as ‘Open’, ‘High’, ‘Low’, ‘Close’, ‘Volume’. For 
analysis, we selected the ‘Close’ value for the 
period from June 2, 2014 to November 11, 2019, 
broken down by week. We also divided the data 
into training and test sets, in the ratio of 70% 
to 30%, not mixed. We used the training dataset 
to train the model, and the test set to assess 
the quality of its training. Fig. 1 presents the 
graphs of the collected data.

The RMSE (Root Mean Square Error) is used 
to assess the quality of model prediction. It 
measures the difference between the true and 
predicted values. The formula of the indicator 
is as follows [12]:
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where N  —   is the total number of observa‑
tions; and  

1

( )
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i ix x−∑  represents the square of 

the sum of the differences of the true value and 
the prediction of the model. The main advan‑
tage is that the RMSE penalizes the largest er‑
rors.

DEVELOPMENT OF ARIMA AND LSTM 
ALGORITHMS

To predict time series, the authors developed 
the algorithms based on the “Rolling forecast‑
ing origin” [13]. The algorithm is based on pre‑

1 URL: https://www.finam.ru/profile/moex‑akcii/gazprom/ex‑
port/ (accessed on 14.11.2019).
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dicting the next point in the time series of each 
data set. The approach uses training data sets, 
each containing one observation more than the 
previous one. There are several different varia‑
tions of this algorithm, among which are:

1. One‑step prediction without revaluation. 
The model evaluates a training set and then 
calculates the prediction one step ahead.

2. Multi‑step prediction without revaluation. 
Similar to the previous one, however, the 
prediction is given for the next few steps.

3. Multi‑step prediction with revaluation. 
The prediction is calculated several steps 
forward, however, the model is trained anew at 
each iteration before the prediction.

This article uses an algorithm building a new 
model every time new data comes in. The al‑
gorithms are implemented in Python 2 with the 
connected libraries Keras, Theano and Stats‑
models.

Fig. 2 shows a sliding window algorithm for 
the ARIMA model. The ARIMA algorithm is di‑
vided into the following stages:

1) the input data (each financial time series) 
is divided into training and test sets;

2) additional structures are created (arrays 
where records are stored and changes are made 

2 URL: https://www.python.org/ (accessed on 15.01.2020).

Fig. 1. Stock performance of Russian companies
Source: compiled by the authors.
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about “current” historical data, predictions) to 
train the model;

3) the model is trained on the current data 
set and makes a prediction, which is then 
written to the predictions array and changes 
the history array;

4) the RMSE metric is calculated for the 
ARIMA model.

 Fig. 3 shows a sliding window algorithm for 
the LSTM model.

Unlike regression models, there is a se‑
quence of dependencies between input vari‑
ables in the time data analysis. Convolutional 
neural networks capture such dependencies 
very well.

The LSTM algorithm is divided into the fol‑
lowing steps:

1) the data is divided into training and test 
sets;

2) random_state parameter is fixed to 
reproduce the results;

3) fit_lstm function is defined, the data 
set, the number of epochs and the number of 
neurons are taken for arguments;

4) the hidden layer is created;
5) the optimization algorithm and loss 

function (Adam and MSE) are specified;
6) then, the model is trained, while its 

internal state is restored (code, line 12) to the 
original one each time;

7) a prediction is made and the RMSE metric 
is calculated for the LSTM model.

ALGORITHM PERFORMANCE RESULTS
Fig. 4 presents algorithm performance results. 
On the financial time series, the LSTM model 
performed better than the ARIMA model. The 
values of the RMSE models are 10.8 and 26.7, 
respectively. Using the LSTM model reduces 
the RMSE value by 65% compared to the ARIMA 
model.

CONCLUSIONS
The comparative analysis of the two algorithms 
based on the LSTM and ARIMA models deter‑
mined the superiority of the LSTM model over 
the ARIMA model in terms of minimizing the 
RMSE standard error. The RMSE error value of 

Fig. 2. Sliding window algorithm for ARIMA model
Source: compiled by the authors.
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Fig. 3. Sliding window algorithm for LSTM model
Source: compiled by the authors.

A. V. Alzheev, R. A. Kochkarov



22 FINANCE: THEORY AND PRACTICE   Vol. 24,  No. 1’2020

the LSTM model is less than the correspond‑
ing error for the ARIMA model by an average 
of 65%.

Currently developing big data analysis tech‑
nologies, machine learning algorithms and, in 
particular, deep learning algorithms are gaining 
popularity among researchers in various fields 
of science. The main issue is the accuracy and 
adequacy of new approaches compared to tra‑
ditional methods. The article compares the pre‑
diction accuracy of the ARIMA and LSTM mod‑
els, representing two different methods. Both 
models were applied on various sets of financial 

data —  the time series of closing prices at the 
end of the week. The results show the superior‑
ity of the LSTM model.

There are numerous tasks of quality assess‑
ment of models. The authors mentioned only 
some aspects. Studying and applying new algo‑
rithms for processing big data based on neural 
networks, large graphs and machine learning 
seems appropriate to study the financial mar‑
ket instruments of Russian companies. In this 
sense, an aggregated approach combining dif‑
ferent approaches and algorithms seems prom‑
ising.
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