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INTRODUCTION
The default happened in PT Mobile-8 Telecom Tbk 
in 2009 to 2010. This company failed to pay the 
12th bond interest. In March 2009, IDX also sus-
pended FREN stock and bonds because it could not 
pay the bond interest of Rp 675 billion due to the 
company’s default; the rating agency PEFINDO 
downgraded the company’s bonds from “CC” to “D”. 
Defaults also occurred in PT Sunprima Nusantara 
Financing or SNP Finance. Previously, in Decem-
ber 2015 to November 2017, SNP Finance had an 
idA rating; then, in March 2018, the rating became 
idA. Finally, in May 2018, PEFINDO downgraded 
the SNF Finance rating to idCCC, then in the same 
month PEFINDO lowered its rating to idSD / selec-
tive default. In addition to SNP Finance, cases of 
default on bonds or interest that occurred in 2018 
were also experienced by PT Express Transindo 
Utama and PT Tiga Pilar Sejahtera Food.

The default phenomenon experienced by many 
companies increasingly emphasizes the importance 
of measuring credit risk. The purpose of measuring 

credit risk is to estimate the default probability in a 
company when the obligation is due. There are two 
credit risk models, namely structural models and 
reduced models. The assumption of the structural 
model is that the company goes bankrupt when the 
value of the company’s assets falls below the critical 
limit when due. The formation of structural models 
begins with the seminar paper by Black and Scholes 
in 1973. In 1974, Merton developed the model by 
creating a risk bankruptcy model for companies us-
ing Black-Scholes modification (Merton, 1974) [1]; so, 
the structural model is known as the Black-Scholes-
Merton (BSM) method.

Olddrich Vasicek and Stephen Kealhofer modified 
and developed the Merton model to the VK model 
(Crosbie and Bohn, 2003) [2]. KMV (financial consult-
ing company in the United States) then developed 
the VK model which finally became the KMV–Merton 
model. The advantage of the KMV–Merton model 
is that it can predict failure in quantitative form of 
financial ratios (Rudiyanto, 2012) [3]. With finan-
cial ratios, it can be seen whether the company has 
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achieved a good level of efficiency in achieving results 
and making optimal use of funds. By looking at the 
relationship between financial ratios and the possible 
risk of default, the interested parties can decide on 
the steps to see possible risks of default. In assessing 
bonds, rating agents are influenced by several factors, 
one of which is financial ratios.

Several studies on the probability of default, the 
KMV–Merton model and credit risk have been con-
ducted by Hadad (2004), Fernandes (2005), Manurung 
(2007), Petra (2011), Asdriargo et al (2012), Konstitu-
anto (2012), Muharam (2012), Saleh and Sudiyatno 
(2013), Agus et al (2014), Ayomi and Hermanto (2014), 
Pribadi et al (2014), Wendy (2015) and Wibowo (2017) 
[4–16]. Corporate credit risk in the agriculture sec-
tor using the KMV–Merton method shows that the 
KMV–Merton model can be used fairly well and is an 
early signal of credit risk and credit problems faced by 
public sector companies in Indonesia (Hadad, 2004) 
[4]. Current Ratio, Debt Service Ratio, Interest Cost 
and Productivity Ratio affect credit risk (Fernandes, 
2005) [5]. Banks have a higher probability of default 
than other industry companies (Manurung, 2007) do 
[6]. Petra (2011), Asdriargo et al (2012), Pribadi et al 
(2014) [7, 8, 14] stated that the KMV–Merton model 
can be used in credit risk.

Several researchers, including Benos and Papa-
nastasopoulos (2005) [17], Widarjo and Setiawan 
(2009) [18], Saleh and Sudiyatno (2013) [11], studied 
the effect of profitability on the probability of de-
fault and stated that profitability affects the prob-
ability of default. The results of research by Almilia 
and Kristijadi (2003) [19], Mulyaningrum (2008) [20], 
Konstituanto (2012) [9], and Agus et al (2014) [12] 
show that profitability has no effect on the prob-
ability of default. Research on the effect of liquidity 
on the probability of default by Almilia and Kristijadi 
(2003) [19], Fernandes (2005) [5], Pranowo (2010) [21], 
Konstituanto (2012) [9] showed that liquidity has an 
effect on the probability of default. The results of the 
study by Widarjo and Setiawan (2009) [18] and Saleh 
and Sudiyatno (2013) [11] did not show the effect of 
liquidity on the probability of default.

Research on the effect of leverage on the prob-
ability of default was conducted by Almilia and Kris-
tijadi (2003) [19], Saleh and Sudiyatno (2013) [11]. 
The results of the study show that leverage affects 

the probability of default. The research results are 
inversely proportional to the results of the study by 
Widarjo and Setiawan (2009) [18], which states that 
leverage does not affect the probability of default.

Research on the effect of activity on the prob-
ability of default by Konstituanto (2012) [9], Jiming & 
Weiwei (2011) [22] states that activity influences the 
probability of default. Different results were received 
by Saleh and Sudiyatno (2013) [11] showing that the 
activity had no effect on the probability of default.

The difference in the results of the previous re-
search is the basis of the current research. This re-
search was conducted to reexamine the influence of 
financial ratios in predicting the probability of default 
in companies listed on the Indonesia Stock Exchange.

THEORETICAl FRAMEWORK
Signaling Theory

The signaling theory, according to Brigham and 
Houston (2001) [23], is the company’s action in giv-
ing signals to investors about how the management 
views the company. The signaling theory explains 
how the signals of success or failure of the manage-
ment (agent) are conveyed to the owner (principal). 
Encouragement in giving signals is due to asym-
metric information between the company (man-
agement) and outsiders, where investors know that 
the company’s internal information is relatively 
less and slower than that of the management. Pro-
spective investors, who will invest in the company’s 
bonds, need information about the condition of the 
bonds.

The company’s management is expected to give 
signals in the form of information about the condi-
tion or quality of the bonds, whether they have the 
potential to default or not. The signaling theory in 
this study explains that the company’s management 
is the party that gives signals in the form of corporate 
financial statements and non-financial information 
to rating agencies. This bond rating agency carries 
out the rating process so that it can issue bond rat-
ings for these bond issuing companies. Bond ratings 
give a signal about the probability of the company’s 
debt service failure.

Spence (1973) [24] argues that by giving a signal, 
the sender (owner of information) tries to provide 
relevant pieces of information that can be utilized 

D. Malasari, M. Adam, Yuliani, A. Hanafi
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by the recipient. The recipient will then adjust his 
behavior according to his understanding of the signal. 
The signaling theory explains why companies strive 
to provide financial statements to external parties. 
Signals given by the managers aim to reduce informa-
tion asymmetry between the company’s management 
and external parties.

The KMV–Merton Model
Based on the Black–Scholes option theory, Merton 
(1974) [1] creates a structural valuation model, or 
Merton model. It was based on the assumption that 
the company’s liabilities (equity and debt) are con-
tingent claims for the company’s purchases (Benos 
and Papanastasopoulos, 2007) [17]. According to 
Merton, corporate failure can be predicted with 
the help of the indicators of equity, total assets and 
corporate debt. According to Agus (2014) [12], the 
advantages of the KMV–Merton model compared 
to other models are applicable to public companies 1.

PD = 1 —  N(DD).

Profitability Ratio (Return On Equity)
The company’s ability to earn profits both in re-
lation to total assets, sales and own capital is the 
understanding of profitability (Sartono, 2001) [25]. 
Return On Equity (ROE) is the ratio to measure net 
income after tax with own capital.

Return on Equity (ROE) =
�

.
Net Income

Equity

liquidity Ratio (Current Ratio)
Current Ratio (CR) is the extent to which assets can 
be used smoothly to cover short-term liabilities or 
current debt (Kasmir, 2009) [26]. There is no abso-
lute requirement regarding the level of Current Ra-
tio, because it usually depends on the type of busi-
ness the company is running, however a CR Level of 
2 is considered good (Lukman, 2004) [27].

Current Ratio (CR) = 
�

.
�

Current Asset

Current Debt

1 URL: http://www.pefindo.com/index.php/pageman/page/
rep desc?t=desc&id=4087http://www.pefindo.com/index.
php/pageman/page/repdesc?t=desc&id=6122 (accessed on 
10.01.2020).

leverage Ratio  
(Debt to Equity Ratio)

Leverage ratio is a ratio used to measure the extent 
to which a company’s assets are financed by debt. 
The higher the Debt to Equity Ratio (DER) is, the 
less profitable it is because the higher is the risk 
or failure that may occur in the company (Kasmir, 
2009) [26].

Debt to Equity Ratio (DER) = 
�

.
Total Debt

Equity

Activity Ratio (Total Assets Turnover)
According to Hanafi and Halim (2009) [28], Total 
Assets Turnover (TAT) is a ratio to calculate the ef-
fectiveness of the use of total assets, so that a high 
ratio shows good management, otherwise a low ra-
tio must make management evaluate its strategy, 
marketing and capital expenditure (investment).

Total Assets Turnover (TAT) = .
�

Sales

Total assets

METHODOlOGY
The data used is secondary data, which is a combi-
nation of time series data for the period of 2013–
2016 with cross data (cross section) for 18 com-
panies namely, Adhi Karya, Tiga Pilar Sejahtera 
Food, Agung Podomoroland, Global Mediacom, 
Bumi Serpong Damai, Duta Anggada Realty, Inti-
land Development, Fast Food Indonesia, Indofood 
Sukses Makmur, Kimia Farma, Lautan Luas, Mitra 
Adiperkasa, Modernland Realty, Pembangunan Jaya 
Ancol, Nippon Indosari Corpindo, Summarecon 
Agung, Surya Semesta Internusa, and Telekomoni-
kasi Indonesia 2. This research was conducted on the 
non-financial sector companies listed on the Indo-
nesia Stock Exchange for the period of 2013–2016 
and issued bonds.

Processing and analysis are carried out as follows:
1. Analysis and calculation of the probability of 

default using the KMV–Merton method as follows:
Calculates the standard deviation of the growth 

of assets for each company.

2 URL: http://www.pefindo.com/index.php/pageman/page/
repdesc?t=desc&id=4087 (accessed on 10.01.2020).
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s = 
2

1
( )

.
1

n

tt
r r

n

−=

−
∑

Calculates the value of d1 formulated as:

d1 = 

21
ln � �

2�
,

V
B rτ  + + σ τ 

 
σ τ

Vτ  = is the value of total company assets at time 
to τ ;

B = is the face value;
r = is the risk free interest rate;
τ  = is the time to maturity (T – t);
σ  = is the standard deviation calculated in the 

previous stage.
Calculates the distance to default formulated as 

follows:
�  1– .DD d= σ τ

Calculates the probability of default from the 
Merton model, namely 3:

PD = 1 —  N(DD).
2. Panel data analysis was carried out with three 

approaches: the common effect approach, fixed effect 
approach and random effect approach. The panel 
data equation model is a combination of cross sec-
tion data and time series data. This research model 
is as follows:

1 1 2 2 3 3 4 4 ,Y X X X X e= α+β +β +β +β +

 1 2 3 4 .PD ROE CR DER TAT e= α+β +β +β +β +

The dependent variable in this regression test is 
the default probability, while the independent vari-
able is ROE, CR, DER, TAT. The formulation of the 
hypothesis is as follows:

H1: Return On Equity (ROE) has a negative effect 
on the probability of default (PD).

H2: Current Ratio (CR) has a negative effect on 
the probability of default (PD).

H3: Debt to Equity Ratio (DER) has a positive effect 
on the probability of default (PD).

H4: Total Assets Turnover (TAT) has a negative 
effect on the probability of default (PD).

3 URL: http://www.pefindo.com/index.php/pageman/page/
repdesc?t=desc&id=6122(accessed on 10.01.2020).

ANAlYSIS AND DISCUSSION RESUlTS
Panel Data Multiple Regression Test

Model selection
Two tests were carried: the Chow test and the Haus-
man test. The Chow test is used to choose between 
the common effect model and the fixed effect model. 
While the Hausman test is used to choose the ran-
dom effect model or the fixed effect model. The 
results of the selected testing of the random effect 
model are used in the regression model to see the 
effect of financial ratios on the probability of default.

Classic assumption test
There is no violation of the assumption of het-

eroscedasticity and multicollinearity in classical 
assumptions. The results of heteroscedasticity and 
multicollinearity tests can be seen in Table 1.

The output results are provided in Table 1. Based 
on the heteroscedasticity test using the Glejser test, 
it appears that the value of the Prob. Chi-Square is 
0.0922 greater than α 0.05. Thus, it can be concluded 
that heteroscedasticity did not occur in the data.

The multicollinearity test results can be seen in 
Table 2. If the Centered VIF value is <10, multicol-
linearity does not occur. Conversely, if the Centered 
VIF value is> 10, multicollinearity occurs. In this study, 
there was no high multicollinearity due to the Cen-
tered VIF of all variables smaller than 10, namely 
1.156034, 1.107979, 1.211443 and 1.026463.

Significance test for the probability of default model
From the analysis of the significance tests —  both t 
test and the statistical F test —  the coefficient of de-
termination test shows that the default probability 
of the model can be used.

1. Significance test t. Table 3 shows that the prob-
ability value is (0.000) < α (α <0.05), so that the deci-
sion is sufficient evidence to reject H0, which means 
that the independent variable affects the dependent 
variable.

2. Due to the statistical F test, it can be concluded 
that H0 is rejected, there is at least one independent 
variable that affects the dependent variable.

3. The determination coefficient test shows that 
ROE, CR, DER and TAT influence 67.3687% of the 
default probability variables. The remaining 32.6313% 
is explained by other variables outside the research 
model.

D. Malasari, M. Adam, Yuliani, A. Hanafi
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According to Table 4, the significance of the regres-
sion coefficient test independent variable Return on 
Equity (ROE) shows a negative regression coefficient 
of –0.010913 with a significance level of 0.9153. The 
level of significance is greater than α = 10%. Therefore, 
it can be concluded that Return on Equity (ROE) does 
not affect the default probability. Current Ratio (CR) 
shows a positive regression coefficient of 0.012840 
with a significant level of 0.3324; if a significance level 
is greater than α = 10%, it can be concluded that the 
Current Ratio (CR) does not affect the occurrence of 
the default probability. Debt to Equity Ratio (DER) 
shows a positive regression coefficient of 0.046588 
with a significance level of 0.0704. With a significance 
level smaller than α = 10%, it can be concluded that 
Debt to Equity Ratio (DER) has a positive effect on 
the default probability. Total Assets Turnover (TAT) 
shows a negative regression coefficient of –0.160 879 
with a significance level of 0.0543. The significance 
level is smaller than α = 10%, so it can be concluded 
that the Activity Ratio (TAT) has a negative effect on 
the probability of default.

DISCUSSION
The results of this study indicate that ROE has no 
effect on the probability of default. This means that 
the high or low value of Return on Equity (ROE) 
does not affect the company’s ability to pay its obli-
gations. The results of this study do not correspond 
to the proposed hypothesis that ROE negatively af-
fects the default probability. If ROE is low, the com-
pany lacks the ability to use equity to generate prof-
its and further complicates the company’s finances 
in internal funding sources for investment.

The signaling theory states how the company 
should give signals to users of financial statements. 
The information in the form of the provision of 
published financial statements and bond ratings is 
expected to be a signal of the company’s financial 
condition and illustrates the possibilities that occur 
related to the profits owned (Jogiyanto, 2013) [29]. 
The signaling theory suggests that the management 
can provide signals in the form of information about 
the quality or condition of bonds, whether bonds 
have the potential to default or not. The results of 
this study show that ROE has no significant effect 
on the possibility of default, so the signaling theory 

cannot help investors or creditors to learn about the 
condition of the company from the given signal. The 
results of this study are in line with the research by 
Konstituanto (2012), Agus et al (2014), Almilia and 
Kristijadi (2003), Mulyaningrum (2008) [9, 12, 19, 20]. 
However, this study contradicts the research by Saleh 
and Sudiyatno (2013), Benos and Papanastasopoulos 
(2005), Widarjo and Setyawan (2009) [11, 17, 18].

The results showed that CR did not significantly 
influence the probability of default, so the high and 
low CR values did not affect the probability of de-
fault. This is because the current ratio is a measure 
of liquidity for the short term while the probability of 
default is a prediction of the term long. The results 
of this study do not correspond to the hypothesis 
that CR has a negative effect on the probability of 
default. This study contrasts with the research con-
ducted by Fernandes (2005), Konstituanto (2012), 
Almilia and Kristijadi (2003), Pranowo et al (2010) [5, 
9, 19, 21], while the results of this study are in line 
with the results of the research conducted by Saleh 
and Sudiyatno (2013) and Widarjo and Setyawan 
(2009) [11, 18]. The number of current assets owned 
by non-financial sector companies taken as a sample 
is greater than the amount of current liabilities, so 
that it will be sufficient to cover the company’s cur-
rent liabilities. The more assets the company owns, 

Table 1
Heteroscedasticity Test

Heteroscedasticity Test: Glejser

F-statistic 2.101687 Prob. F(4,59) 0.0919

Obs*R-
squared

7.981868
Prob. Chi-
Square(4)

0.0922

Source: research data processed.
Table 2

Multicollinearity Test

Variable
Coefficient Uncentered Centered

Variance Vif Vif

C 1.694 935 19.04 133 NA
ROE 0.001 213 4.097 783 1.156 034
CR 2.06E-05 7.714 285 1.107 979
DER 3.21E-05 5.474 227 1.211 443
TAT 3.25E-05 2.866 493 1.026 463

Source: research data processed.
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the company can invest in both current assets and 
fixed assets, the more market share will be achieved, 
which will then affect the company’s profitability. 
The signaling theory states how companies should 
give signals to users of financial statements. The 
information in the form of the provision of published 
financial statements and bond ratings is expected to 
be able to signal the company’s financial condition 
and illustrate the possibility of liquidity. The signaling 
theory suggests that the management can provide 
signals in the form of information about the quality or 
condition of bonds, whether bonds have the potential 
to default or not (Jogiyanto, 2013) [29]. The results 
of this study show that CR has no significant effect 
on the possibility of default, so the signaling theory 
cannot help investors or creditors to learn about 
the condition of the company from the given signal.

The results showed that DER had a positive effect 
on 6.5928% of the default probability. This means 
that the higher the DER is, the higher the probability 
of default is. The results of this study are in line with 
Jiming and Weiwei (2011) [22] who state that the debt 
to equity ratio can be used to predict the probability 
of bankruptcy of a company. However, this study does 
not support the results of the study by Widarjo and 
Setyawan (2009) [18] stating that the debt to equity 
ratio does not affect the probability of company bank-
ruptcy. This ratio illustrates that the greater the ratio 
is, the greater the amount of company assets financed 
by debt is, so that the probability of default will also be 
higher. The high ratio shows that the company uses 
high financial leverage and the risk of the company 
will also be high (Hanafi and Halim, 2009) [28]. The 
results of this study show that DER has a positive and 
significant effect on the probability of default, accord-
ing to the signaling theory, which can help investors 
or creditors to learn about the company’s condition 
from the signals given. Spence (1973) argues that by 
giving a signal, the sender (owner of information) 
tries to provide relevant pieces of information that 
can be utilized by the recipient.

The results show that TAT has a negative and sig-
nificant effect of –2.6038% on the default probability. 
This means that if the TAT value is high then the 
default probability value will be lower. The results 
of this study support the proposed hypothesis that 
TAT has a negative effect on the probability of default. 

This study is in line with the research conducted by 
Konstituanto (2012), Jiming and Weiwei (2011) [9, 
22] which state that the ratio of activity affects the 
probability of default. A high TAT indicates a more 
efficient use of assets by the company in generat-
ing sales and is expected to bring greater profit to 
the company. The better the financial performance 
achieved by the company is, the less the probability 
of default is. TAT has a negative and significant ef-
fect on the probability of default, so the signaling 
theory can help investors or creditors to learn about 
the condition of the company from the signals given.

CONClUSION
The results of the analysis and discussion of the 
study indicate the following conclusions of the 
study:

1. Return on Equity (ROE) has no effect on the 
probability of default.

2. Current Ratio (CR) has no effect on the prob-
ability of default.

3. Debt to Equity Ratio (DER) has a positive effect 
on the probability of default.

4. Total Assets Turnover (TAT) has a negative effect 
on the probability of default.

SUGGESTION
The authors’ suggestions for the development of fu-
ture research:

Table 3
Summary of Significance Tests for the Probability 

of Default Model

Statistic Criteria Value

Probability 0.000 000

Prob. (F-statistic) 0.000 002

R Squared 0.673 687

Source: research data processed.
Table 4

t Test

Variable Coefficient Prob.
ROE –0.010 913 0.9153
CR 0.012 840 0.3324
DER 0.046 588 0.0704
TAT –0.160 879 0.0543

Source: research data processed.
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1. It is necessary to compare models, for exam-
ple, using the Z-Scoring method, if there is a dif-
ference between the influence of various financial 
ratios on the probability of default.

2. Increase in the number of research objects 
and a longer research period.

3. The next researcher can add other variables 
to the forecast of the probability of default, both fi-
nancial ratios and non-financial ratios.

RESEARCH  
lIMITATIONS

1. The observation period used in this study was 
four years from 2013 to 2016.

2. The variables in this study are still limited 
(only ROE, CR, DER and TAT variables were used). 
Therefore, if this study is used as a reference for 
future research, other variables need to be added 
to get optimal results.
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INTRODUCTION
Time series prediction is difficult, mostly due 
to unexpected changes in the economy and in-
formation asymmetry. Due to market volatility, 
the quality of regression predictive modeling 
has recently been a major concern. Therefore, 
it must be carefully evaluated.

A time series is a sequence of observation 
values taken at successive equally spaced 
points in time. Examples of a time series may 
include production output, number of insur-
ance products sold, floods, etc. Time series 
are widely used in statistics, signal process-
ing, pattern recognition, econometrics, fi-
nance, astronomy, engineering, and most 
other human activities, which involve tempo-
ral measurements. Time series analysis com-
prises methods for analyzing time series data 
in order to extract meaningful information to 

predict future values   based on previously ob-
served values.

Time series data have a natural temporal or-
dering. This makes time series analysis distinct 
from cross-sectional studies (e. g. explaining 
people’s wages by reference to their gender). 
Time series analysis is also distinct from spa-
tial data analysis (the dependence of wages on 
the region). Time series models reflect the fact 
that observations close together in time will be 
more closely related than observations further 
apart.

The aim of this work is the best time series 
predictive model, considering the minimization 
of errors and high accuracy of the prediction.

In the context of predicting financial time 
series, the ARIMA model (autoregressive in-
tegrated moving average model, sometimes 
called the Box-Jenkins model) is one of the 
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most popular and frequently used time series 
models [1]. Popular models of deep learning 
are RNN (recurrent neural network) [2] and its 
modification LSTM (long short-term memory), 
introduced by Z. Hochreiter and J. Schmidhu-
ber in 1997 [3]. Deep learning allows you to find 
complex patterns in sequential spatial chains. 
For example, a recurrent neural network is used 
to recognize handwritten text and speech. The 
LSTM model, in particular, was used to predict 
the volatility of the S&P 500 index [4–6].

This article compares the ARIMA and LSTM 
models, and the criterion for comparison is min-
imizing the prediction errors. The ARIMA mod-
el was selected due to its ability to work with 
non-stationary data. Among other deep learning 
models, LSTM was chosen as the most suitable 
model for predicting time series with the capac-
ity to preserve memory for a long period of time.

AlGORITHMIC TRADING
Over the past few decades, algorithmic trading 
has been actively developing due to a combi-
nation of factors: rapid development of ma-
chine learning methods, development of data 
processing and analysis technologies, growing 
capacities for more data storage and processing. 
Besides, the complexity of trading system algo-
rithms used by market participants is growing, 
as they compete not only with those who do not 
use automated systems, but also with each oth-
er. Therefore, the study of applying various ma-
chine learning algorithms to algorithmic trad-
ing problems is an urgent issue. These studies 
are of interest not only to algorithmic trading 
companies, such as hedge funds, but also to the 
scientific community: applying machine learn-
ing algorithms to the field in question can bring 
new knowledge to the development of machine 
learning as a branch of computer science that 
can be applied to other subject areas.

The theoretical value of the work is the 
development of research on applying machine 
learning methods to algorithmic trading. 
Moreover, similar methods can be applied 
to other subject areas when searching for a 
strategy for the most accurate prediction of 

the next value of the time series to maximize 
profits. The practical value of the work is the 
possibility to create software products for stock 
trading based on the studied algorithms.

MACHINE lEARNING 
IN THE STOCK MARKET

Stock market is a public trading platform for 
buying and selling securities of various com-
panies. The successful prediction of a stock’s 
future price is an important economic task for 
a wide range of companies, since could yield 
significant profit. From the very beginning of 
stock markets, people have been looking for 
and developing ways to predict stock quotes 
as accurately as possible. As a result, there are 
three main approaches: fundamental analysis, 
technical analysis and technological methods. 
Sometimes, these approaches have mutually 
exclusive results within one task (some predict 
the future value; the others predict the direc-
tion of movement for a given period). However, 
all of them are used for trading on stock mar-
kets. Improving prediction accuracy remains 
relevant for all companies in stock markets. 
This paper is devoted to applying machine 
learning (including deep learning) to predic-
tion in the stock market. Both classical ma-
chine learning and neural networks are em-
ployed as predictive tools. However, reinforced 
learning and genetic algorithms have not be-
come so popular and developed as many clas-
sical algorithms (random forest, support vector 
method). A feedforward neural network and a 
backpropagation neural network (as a learning 
method) are one of the known types of neural 
networks. In trading on the stock market, neu-
ral networks can imitate the actions of an agent 
performing certain tasks. Data preprocessing is 
an important step in building neural networks. 
Many researchers propose their own solutions, 
since there are no standard procedures for pre-
processing input data due to the wide variety 
of both data and types of preprocessing. On 
the contrary, output data within a specific task 
can be uniquely determined and take the form 
of financial or economic indicators. As for the 
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evaluation of the results, comparing the results 
of the algorithm with the values from the test 
sample is most common.

MACHINE lEARNING METHODS
The most traditional way to apply machine 
learning to algorithmic trading is to learn with 
a teacher (supervised learning). The target vari-
able, whose value is predicted by the algorithm, 
is the change in the price of an asset over a 
certain period of time or, alternatively, mar-
ket volatility. At the beginning, machine learn-
ing prediction on stock exchanges often used 
simple and well-studied decision trees of the 
support vector machine. Technical market in-
dicators are usually the input features of such 
algorithms. After neural networks were suc-
cessfully applied to other tasks, such as natural 
language processing, they were used in algo-
rithmic trading, for example, to predict price 
changes in the market affected by emerging 
political or economic news. It became possible 
to extract market signals from unstructured in-
formation. Reinforcement learning is one of the 
fast-growing method of machine learning. It 
helped to achieve such results as the ability of 
a computer to play various games on the Atari 
simulator without knowing the game rules at a 
level exceeding the level of a person.

Reinforcement learning had been applied to 
the tasks of algorithmic trading before. How-
ever, supervised learning was more common, 
since it helped achieve better results. Recently, 
the success achieved through reinforcement 
learning in other areas has increased interest 
in applying this type of algorithms to algorith-
mic trading.

Genetic algorithms are successfully used in 
a wide range of application areas, for example, 
robotics. One can use genetic algorithms in gen-
eralized problems, such as building ensembles 
of machine learning algorithms to improve the 
accuracy of individual algorithms and building 
decision trees. Genetic algorithms also show 
their effectiveness in such tasks. In algorithmic 
trading, they were initially used mainly to gen-
erate the so-called trading rules. This method 

employs genetic algorithms to create functions 
of technical market indicators, the most accu-
rate in predicting price changes of an asset over 
a certain period. Currently, genetic algorithms 
are used to build automated trading systems.

tiMe-SERIES RESEARCH
Time-series analysis is an interesting field of 
research applied in numerous practical fields 
such as business, economics, finance and com-
puter science. Time-series analysis aims to 
study its dynamics, to build a model describ-
ing data structure and, finally, to predict future 
values of the series. Building an effective model 
with the highest possible accuracy is critical.

Econometrics has traditionally been in-
volved in time series prediction by various 
methods. The ARIMA model has long been con-
sidered the standard in this field. However, the 
common ARIMA model has some constraints. 
For example, it is difficult to model nonlinear 
relationships between variables by means of 
the ARIMA model. The model presupposes a 
constant standard deviation of errors, not ob-
served in practice. An integrated approach with 
the GARCH model (Generalized auto-regressive 
conditional heteroscedasticity) helps ease this 
restriction, but building and optimizing the 
model becomes more difficult. In this sense, the 
GARCH model is intended to clarify volatility 
clustering in financial markets [7].

Traditional machine learning has suggested 
new approaches to prediction. Algorithms such 
as the Support Vector Machines (SVM) and the 
Random Forest (RF) are well-deserved atten-
tion of experts in many areas, including finance. 
Application of deep learning algorithms was 
the next step.

To predict time-series, deep learning most 
frequently uses the LSTM model, a special type 
of convolutional neural network. Despite the 
relative novelty of this method, the deep learn-
ing approach has gained widespread popular-
ity among researchers. For example, K. Krauss 
and his colleagues used predictive approach-
es —  deep learning, gradient-boosted-trees and 
random forest —  to model the S&P 500 [8]. The 
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results are the conclusions about the low pro-
ductivity of deep learning models and their dif-
ficulty. Various models were compared based on 
economic data [9, 10].

ARIMA AND lSTM MODElS  
AND PREDICTIVE CAlCUlATIONS

A mathematical description of the ARIMA and 
LSTM predictive models is following.

ARIMA is a generalized ARMA (Autoregres-
sive moving average) model that combines AR 
(Autoregressive) and MA (Moving average) 
processes. As indicated in the acronym of the 
model, ARIMA (p, d, q) consists of the following 
parts [1, 11]:

AR —  autoregressive. A regression model 
that uses the relationship between observa-
tions and the number of integrated observa-
tions (p);

I —  integrated. To ensure stationarity by tak-
ing differences (d);

MA —  moving average. An approach that an-
alyzes the relationship between observations 
and residuals when applying the model to inte-
grated observations (q).

A simple form of an AR model of order p, i. e., 
AR(p), can be written as a linear process given 
by:
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where tx  —  represents the stationary variable; c 
is the constant; iϕ  —  are autocorrelation coef-
ficients; and  i∈  —  the residuals, are the Gauss-
ian white noise series with mean zero.

A simple form of an MA model of order q, i. e., 
MA(q), can be written as follows:
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where µ — is the mathematical expectation 
of the process (usually assumed to be equal 
to zero); iθ  — is weights; 0θ  —  assumed to be 
equal to 1; t∈  —   is the Gaussian white noise 
with mean zero. The combination of these 

two models provides an ARIMA model of order 
(p, q):
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The parameters p and q are called the or-
der of AR and MA, respectively. ARIMA allows 
predictions on non-stationary data due to the 
integration introduced into the model. This is 
achieved by taking differences —  subtracting 
the levels of the time series from each other.

Given the seasonality of time series, short-
term components are likely to make a signifi-
cant contribution to the model. Thus, the mod-
el should also consider seasonality —  seasonal 
ARIMA (seasonal ARIMA —  SARIMA). The most 
important steps are to evaluate the coefficients 
of the model. If the variance grows over time, it 
is necessary to use stabilizing variance trans-
formations and taking differences. Using the 
autocorrelation function and the private auto-
correlation function, one should measure the 
linear relationship between the observations 
and q.

LSTM is a type of the convolutional neu-
ral network able to “remember” the values of 
the previous observations for future use. For 
more information about the LSTM model, we 
will provide some definitions and explanations 
[2, 3].

Artificial neural network is a neural network 
consisting of at least three layers: input, hid-
den and output. The number of variables in the 
dataset determines the dimension or number of 
nodes in the input layer. These nodes are con-
nected by edges. Each edge carries some weight, 
on which it depends whether the signal can 
pass through the layer or not. When an artificial 
neural network learns, the weights based on the 
data are changing. In hidden layers, nodes use 
an activation function (for example, a sigmoid) 
on a weighted sum of input data to convert it to 
the output (in this case, predictions). The out-
put layer generates a probability vector for var-
ious predicted values   and selects one with the 
least error. Weights cannot be optimal immedi-
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ately, so the neural network learns considering 
the result of the previous iteration. These itera-
tions are called epochs, and the weights change 
until an optimal (given) value is reached.

Recurrent neural network (convolutional 
neural network) is a special neural network, 
aiming to predict the next observation in the 
series. The idea behind the RNN is the desire 
to extract useful information from a series of 
observations to make predictions. Therefore, it 
is necessary to remember earlier observations. 
In the RNN model, the inner layer serves to 
store information from previous observations 
of the series. The main problem is to remem-
ber a small number of previous observations, 
which is not suitable for long (financial, eco-
nomic) periods. LSTM networks were developed 
to solve this problem.

Long short-term memory neural network is 
an artificial convolutional neural network used 
in the field of deep learning. Unlike standard 
feedforward neural networks, LSTM has feed-
back connections. It cannot only process single 
data points (such as images), but also entire 
sequences of data (such as speech or video). 
Therefore, LSTM is applicable to tasks such as 
handwriting recognition, speech recognition 
and anomaly detection in large data streams 
(network traffic, banking transactions). LSTM 
networks are well-suited to classifying, pro-
cessing and making predictions based on time 
series data, since there can be lags of unknown 
duration between important events in a time 
series. This time lag leads to exploding and 
vanishing gradient problems that can be en-
countered when training traditional RNNs. 
Insensitivity to gap length is an advantage of 
LSTM over RNNs.

There are three layers in LSTM networks:
1. Forget gate —  a number from 0 to 1 is 

output, where 1 indicates the need for complete 
storage, and 0 completely erases from memory.

2. Memory gate selects which data to store. 
First, a sigmoid layer helps select values to 
store.

3. Output gate selects information from 
each cell that has stored it.

COMPARATIVE  
ANAlYSIS OF ARIMA  
AND lSTM MODElS

To compare the ARIMA and LSTM models, the 
authors conducted experiments on financial 
data in the form of time series. The main re-
search question is which algorithm, ARIMA or 
LSTM, allows better time series prediction.

The authors collected 1 historical data on 
stock prices of Russian enterprises: Alrosa, 
Gazprom, KAMAZ, NLMK, QIWI, Rosneft, VTB 
and Yandex. Each data set contains values such 
as ‘Open’, ‘High’, ‘Low’, ‘Close’, ‘Volume’. For 
analysis, we selected the ‘Close’ value for the 
period from June 2, 2014 to November 11, 2019, 
broken down by week. We also divided the data 
into training and test sets, in the ratio of 70% 
to 30%, not mixed. We used the training dataset 
to train the model, and the test set to assess 
the quality of its training. Fig. 1 presents the 
graphs of the collected data.

The RMSE (Root Mean Square Error) is used 
to assess the quality of model prediction. It 
measures the difference between the true and 
predicted values. The formula of the indicator 
is as follows [12]:
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where N  —   is the total number of observa-
tions; and  

1

( )
N

i ix x−∑  represents the square of 

the sum of the differences of the true value and 
the prediction of the model. The main advan-
tage is that the RMSE penalizes the largest er-
rors.

DEVElOPMENT OF ARIMA AND lSTM 
AlGORITHMS

To predict time series, the authors developed 
the algorithms based on the “Rolling forecast-
ing origin” [13]. The algorithm is based on pre-

1 URL: https://www.finam.ru/profile/moex-akcii/gazprom/ex-
port/ (accessed on 14.11.2019).
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dicting the next point in the time series of each 
data set. The approach uses training data sets, 
each containing one observation more than the 
previous one. There are several different varia-
tions of this algorithm, among which are:

1. One-step prediction without revaluation. 
The model evaluates a training set and then 
calculates the prediction one step ahead.

2. Multi-step prediction without revaluation. 
Similar to the previous one, however, the 
prediction is given for the next few steps.

3. Multi-step prediction with revaluation. 
The prediction is calculated several steps 
forward, however, the model is trained anew at 
each iteration before the prediction.

This article uses an algorithm building a new 
model every time new data comes in. The al-
gorithms are implemented in Python 2 with the 
connected libraries Keras, Theano and Stats-
models.

Fig. 2 shows a sliding window algorithm for 
the ARIMA model. The ARIMA algorithm is di-
vided into the following stages:

1) the input data (each financial time series) 
is divided into training and test sets;

2) additional structures are created (arrays 
where records are stored and changes are made 

2 URL: https://www.python.org/ (accessed on 15.01.2020).

Fig. 1. Stock performance of Russian companies
Source: compiled by the authors.
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about “current” historical data, predictions) to 
train the model;

3) the model is trained on the current data 
set and makes a prediction, which is then 
written to the predictions array and changes 
the history array;

4) the RMSE metric is calculated for the 
ARIMA model.

 Fig. 3 shows a sliding window algorithm for 
the LSTM model.

Unlike regression models, there is a se-
quence of dependencies between input vari-
ables in the time data analysis. Convolutional 
neural networks capture such dependencies 
very well.

The LSTM algorithm is divided into the fol-
lowing steps:

1) the data is divided into training and test 
sets;

2) random_state parameter is fixed to 
reproduce the results;

3) fit_lstm function is defined, the data 
set, the number of epochs and the number of 
neurons are taken for arguments;

4) the hidden layer is created;
5) the optimization algorithm and loss 

function (Adam and MSE) are specified;
6) then, the model is trained, while its 

internal state is restored (code, line 12) to the 
original one each time;

7) a prediction is made and the RMSE metric 
is calculated for the LSTM model.

AlGORITHM PERFORMANCE RESUlTS
Fig. 4 presents algorithm performance results. 
On the financial time series, the LSTM model 
performed better than the ARIMA model. The 
values of the RMSE models are 10.8 and 26.7, 
respectively. Using the LSTM model reduces 
the RMSE value by 65% compared to the ARIMA 
model.

CONClUSIONS
The comparative analysis of the two algorithms 
based on the LSTM and ARIMA models deter-
mined the superiority of the LSTM model over 
the ARIMA model in terms of minimizing the 
RMSE standard error. The RMSE error value of 

Fig. 2. Sliding window algorithm for ARIMA model
Source: compiled by the authors.
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Fig. 3. Sliding window algorithm for lSTM model
Source: compiled by the authors.
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the LSTM model is less than the correspond-
ing error for the ARIMA model by an average 
of 65%.

Currently developing big data analysis tech-
nologies, machine learning algorithms and, in 
particular, deep learning algorithms are gaining 
popularity among researchers in various fields 
of science. The main issue is the accuracy and 
adequacy of new approaches compared to tra-
ditional methods. The article compares the pre-
diction accuracy of the ARIMA and LSTM mod-
els, representing two different methods. Both 
models were applied on various sets of financial 

data —  the time series of closing prices at the 
end of the week. The results show the superior-
ity of the LSTM model.

There are numerous tasks of quality assess-
ment of models. The authors mentioned only 
some aspects. Studying and applying new algo-
rithms for processing big data based on neural 
networks, large graphs and machine learning 
seems appropriate to study the financial mar-
ket instruments of Russian companies. In this 
sense, an aggregated approach combining dif-
ferent approaches and algorithms seems prom-
ising.
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INTRODUCTION
Project finance has over the years proved to be 
one of the innovative techniques in bridging the 
resource constraints faced by most governments 
in financing large developmental investments, it 
is an efficient way to fund capital-intensive and 
strategically important projects such as long-
term infrastructure, industrial, or public services.

Despite the increasing trend in using project 
finance in the world, published empirical stud-
ies on the topic are limited [1]. The majority of 
these published articles and working papers are 
theoretical rather than practical studies, focusing 
primarily on a detailed examination of individual 
narrow aspects such as risk management, types 
of interaction schemes used between participants, 
contractual framework, and credit structure.

P. Nevitt [2] was one of the first authors who 
justified the concept of project financing, present-
ing the general theory of project financing. Many 
texts (S. Gatti, F. Fabozzi, A. Fight, M. Khan, R. Parra, 
M. Morrison) [3–7] contain detailed descriptions, 

analyses, and examples of project financing. The 
works by B. Esti [8, 9] are highly specialized and 
mainly devoted to risk analysis. While the materials 
published by international financial organizations, 
such as the World Bank [10], are mostly presented 
in the form of databases, which should be analyzed 
by the reader.

Kleimeier and Megginson [11] indicated that 
project finance is mainly used in infrastructure 
and the utilities sector, where it is easy to create 
project structures with clearly identified cash 
flow streams. Kleimeier and Versteeg [12] argued 
that project finance can offset the lack of insti-
tutional and financial development and it can 
be well adapted to the least developed countries. 
Based on empirical data analysis of data from 90 
countries, they found that project finance was 
a powerful driver of economic growth in low-
income countries.

The work by H. Davis [13] consists of 38 case 
studies of project financing covering energy, water, 
resources and infrastructure projects in a variety 
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of countries, which illustrate different aspects of 
project finance across the world.

Among the works devoted to project finance 
in Russia, it is necessary to note the works by 
I. Nikonova, A. Smirnov, G. Kalmykova, V. Kasa-
tonov, D. Morozov, Eh. Fait, V. Fauzer, I. Rodionov, 
etc [14–19]. They examined the main features of 
project financing, presented practical examples 
of project financing in the CIS and abroad. The 
modern tools for managing risks arising from the 
implementation of large investment projects, and 
ways to minimize them are described.

Existing literature suggests many definitions 
of project finance. Triantis defines project finance 
as the art and skill of piecing together new busi-
ness development elements, financial engineering 
techniques, and a web of contractual agreements 
to develop competitive projects and make the 
right decisions to raise funding for industrial or 
infrastructure projects on a limited/nonrecourse 
basis where lenders look to the cash flow for loan 
repayment and the project assets for collateral 
[20]. While Finnerty contends that project finance 
may be defined as the raising of funds on a lim-
ited-recourse or nonrecourse basis to finance an 
economically separable capital investment project 
in which the providers of the funds look primarily 
to the cash flow from the project as the source of 
funds to service their loans and provide the return 
of and the return on their equity invested in the 
project [21].

So, the principles of project finance can be sum-
marized as [22]:

•  The project usually relates to major infra-
structure with a long construction period and 
long operating life. Therefore, the financing must 
also be for a long term (typically 15–25 years).

•  Lenders rely on the future cash flow pro-
jected to be generated by the project to pay their 
interest and fees, and repay their debt.

•  There is a high ratio of debt to equity (‘lever-
age’ or ‘gearing’) —  roughly speaking, project fi-
nance debt may cover 70–90% of the capital cost 
of a project.

•  The Project Company’s physical assets are 
likely to be worth much less than the debt if they 
are sold off after a default on the financing, and 

in projects involving public infrastructure they 
cannot be sold anyway.

•  The project has a finite life, based on such 
factors as the length of the contracts or licenses, 
or reserves of natural resources. So, the project-
finance debt must be fully repaid by the end of 
the project’s life.

•  There are no guarantees from the investors 
in the Project Company for the project-finance 
debt. This is ‘non-recourse’ finance.

The synthesis and analysis of data on project 
financing is significantly complicated due to the 
difficulty of identifying compliance with the above 
characteristics. In fact, the only formalized source 
of information on a systematic basis is data on 
loans attracted for project purposes.

THE DEVElOPMENT  
OF PROJECT  

FINANCING IN THE WORlD
The analysis of the state of the global market for 
project finance allows us to state that in recent 
years there has been a clear trend of growth in the 
use of this type of financing.

The synthesis and analysis of data on project 
financing is significantly complicated due to the 
difficulty of identifying compliance with the above 
characteristics. In fact, the only systematic source 
of information that can be formalized is data on 
loans attracted for project finance purposes, which 
are often classified according to the purposes of 
obtaining a loan declared by the borrower. This 
information on transactions is available at several 
organizations including Thompson Reuters and 
Dealogic, which publish regular information of deal 
activity and compile league tables summarising the 
activities of the key players in the market. Table 1 
summarises the project finance market information 
for 1995–2018 from Thompson Reuters.

The analysis of the volume dynamics of project 
finance transactions in the global market allows us to 
state that in recent years, the use of project finance 
has grown dramatically from $ 23.33 bn per annum in 
1995 to reach a peak of $ 282.7 bn in 2018, financing 
around 11000 transactions in 158 countries, with a 
total amount of project finance raised between 1995 
and 2018 amounting to $ 3771 bn. The USA with 
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$ 578.7 bn accounts for most project finance (fol-
lowed by Australia $ 370.2 bn and the UK $ 313.3 bn).

The project finance market before the financial 
crisis from 2000 to 2008 can be characterized based 
on the following data:

•  total project finance loans amounted to 
$ 1259 bn;

•  a total of 4325 loans were granted to finance 
projects;

•  the average annual growth rate of financing 
was 19.2%.

Using this type of financing had been a clear 
trend of growth until 2008, when this sector of the 
international financial market reached $ 250.6 bn. 
However, in 2009 the volume of project finance in 
the world fell back to the 2005 level, decreasing by 
44% compared to 2008 due to the global financial 
crisis, amounted to $ 139.2 bn which was the lowest 
figure in the last 15 years.

The project finance market after the financial 
crisis from 2010 to 2018 can be characterized based 
on the following data:

•  total project finance loans amounted to 
$ 2210.2 bn;

•  a total of 6262 loans were granted to finance 
projects;

•  the average annual growth rate of financing 
was 9.7%

This form of financing has also been used ex-
tensively in emerging economies such as in China 
($ 34.7 bn) and India ($ 274.8 bn). Since 2005, India 
has been among the top ten countries attracting 
project finance. India ranked on top in the global 
project finance market in 2009, 2010 and 2011, 
accounting for 21.5%, 26.3%, 21.05% of the global 
project finance market respectively, ahead of the 
UK, Australia, and the USA.

According to Thomson Reuters, from an industry 
perspective on the international project finance 
market, the energy sector has been the leading 
sector in applying project finance since 1995. It has 
accumulated at least 30%, reaching a maximum of 
53.5% in 2017, except 1997, when the telecommu-
nication sector took first place (27.6%) ahead of the 

Table 1
Size and number of project finance transactions in 1995–2018

Year
Total 
loans  
($ bn)

Annual 
change %

Number  
of transactions

Number  
of 

countries
Year

Total 
loans ($ 

bn)

Annual 
change %

Number of 
transactions

Number  
of 

countries

1995 23.33 – – 36 2007 219.99 21.8% 616 75

1996 42.83 83.6% – 36 2008 250.56 13.9% 689 77

1997 67.43 57.4% – 49 2009 139.19 –44.4% 461 63

1998 56.65 –16% – 57 2010 208.17 49.6% 598 62

1999 72.39 27.8% – 56 2011 213.49 2.6% 615 70

2000 110.89 53.2% – 55 2012 198.75 –6.9% 538 61

2001 108.48 –2.2% 314 66 2013 203.03 2.2% 584 69

2002 62.17 –42.7% 284 65 2014 260.25 28.2% 704 77

2003 69.56 11.9% 302 67 2015 277.73 6.7% 791 81

2004 116.44 67.4% 472 65 2016 236.46 –14.9% 770 75

2005 140.30 20.5% 513 67 2017 229.64 –2.9% 791 80

2006 180.61 28.7% 541 62 2018 282.68 23.1% 871 86

Source: author’s calculations according to the PFI League Tables. URL: http://www.pfie.com/ (accessed on 05.12.2019).
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energy sector (24.9%). While in recent years, the 
oil and gas industry and the transport sector have 
shared the second place with an average value of 
20% for both industries from 2009 to 2018.

In 2018, the main industries that used transac-
tions involving project financing were the energy 
(48.7%, $ 137.63 bn), oil and gas (19.1%, $ 54.07 
bn), and transport (17.9%) ones, as shown in Fig. 
1. These fairly capital-intensive sectors form a sig-
nificant part of the national infrastructure, have 
predictable sources of income, which makes them 
suitable for project financing [23].

On a regional basis, the distribution of the trans-
actions by region is shown in Fig. 2 for the period of 
2007–2018. The market is divided into the Americas, 
EMEA (Europa, Middle East and Africa) and Asia 
Pacific. Until 2009, EMEA was the leader in the 
number and volume of project finance transactions 
followed by the Asia-Pacific region. Asian project 
finance activity has been particularly driven by 
infrastructure finance in India and the natural re-
sources sector in Australia [24]. In 2011, India and 
Australia made up one-third of the project loans 
market. When the global financial crisis happened, 
the reduction in the volume of transactions in the 
European region and the Asia-Pacific region took 
the first place for the years from 2010 to 2012.

However, since 2013 and today, the sector of the 
EMEA region has again dominated, with an aver-
age of 41.19% of the global market for 2013–2018. 
The majority of transactions are conducted in UK, 
France, Turkey and Saudi Arabia. The project fi-
nance market in the Asia-Pacific region is mainly 
represented by Australia, India, Japan and Indo-
nesia, while more than 60% of the project finance 
transactions in the Americas region take place in 
the USA.

Additionally, at this historical stage, applying 
the project financing mechanism is used as one of 
the sources of economic growth. We have proved 
this fact by regression analysis.

By comparing the data on the volume of world 
GDP in Table 2 and on the volume of project fi-
nancing from Table 1 in the period from 2001 to 
2018, arranging them in order of increasing factor 
x (the volume of project financing), it is possible to 
establish direct relationships between the studied 
characteristics. Such a study will allow us to estab-
lish a relationship between the growth of project 
financing and global GDP.

It can be assumed that the relationship between 
global GDP and project finance is direct, which can 
be described by the equation of the line. To establish 
the parameters of the linear regression equation 

Energy, 
48.7%

Oil & Gas, 
19.1%

Transportation, 
17.9%

PPP, 4.7%

Mining, 2.7%

Telecoms, 2.6% Water & Sewage, 
1.7%

Petrochemicals, 1.3%

Industry, 1%

Waste & Recycling, 
0.4%

Other, 14.4%

Energy Oil & Gas Transportation PPP Mining

Telecoms Water & Sewage Petrochemicals Industry Waste & Recycling

Fig. 1. Sectoral structure of the global market for project finance in 2018
Source: author’s calculations according to the PFI League Tables. URL: http://www.pfie.com/ (accessed on 05.12.2019).
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y = a + b * x, we used the built-in statistical function 
(linear), which allowed us to establish the value of co-
efficient b, coefficient a, determination coefficient R2.

Y = 209 * X + 23508.

R2 is 0.78, which is fairly good. It means that 
91% of our values fit the regression analysis model.

THE DEVElOPMENT OF PROJECT 
FINANCING IN THE ARAb WORlD

Arab countries are not the most developed mar-
kets considering the examples of project financ-

ing compared to European countries or the USA. 
However, the Gulf countries stand apart. They 
have become a popular investment destination, 
given their extensive energy resources and rapid-
ly growing population. There is still a huge need 
for infrastructure (including energy, water treat-
ment and sewage) throughout the region.

Table 3 illustrates the evolution in the volume 
of transactions carried out in all Arab countries 
from 1995 to 2018 and their share in the global 
volume. The project finance market boomed in 
1996 and rose from virtually nothing to about $ 5 
bn with 11.5% of the global market. Then, the 

Fig. 2. The distribution of project finance transactions by region for the period of 2007–2018 ($ bn)
Source: author’s calculations according to the PFI League Tables. URL: http://www.pfie.com/. 
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Table 2
Global GDP from 2001 to 2018 ($ bn)

Year 2001 2002 2003 2004 2005 2006 2007 2008 2009

Global GDP 33 396 34 674 38 902 43 817 47 457 51 448 57 968 63 612 60 334

Year 2010 2011 2012 2013 2014 2015 2016 2017 2018

Global GDP 66 051 73 393 75 085 77 236 79 333 75 049 76 164 80 951 85 910

Source: World Bank data. URL: https://data.worldbank.org/indicator/NY.GDP.MKTP.CD (accessed on 05.12.2019).
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market stayed almost stable with less than 10% 
of the global market share until 2004, when the 
project finance loan market increased by 134% 
compared to 2003 and jumped to $ 18.25 bn which 
was 15.7% of the global market. The volume of 
transactions continued growing in Arab countries 
until 2008. The 2008–2009 financial crisis had a 
sizeable impact on energy prices and, by associa-
tion, on the development of energy and non-energy 
infrastructure where volumes decreased dramati-
cally from about $ 40 bn in 2007 to just below $ 26 
bn in 2008. A similar fall occurred in 2009, when 
the loan volumes dropped to about $ 12 bn. The 
volume of transactions fluctuated significantly in 
the last decade dropping off to 9.13 bn in 2012 and 
peaking at $ 27.51 bn in 2016. Fig. 3 lists the total 
volume of project finance for each Arabic country 
from 1995 to 2018.

Project financing is booming in Saudi Arabia, 
leading Arab countries to transactions. About 32% 
of the projects took place in the Kingdom of Saudi 
Arabia, the largest economy in the region with 85 
transactions worth more than $ 104 bn, followed by 
Qatar (17%), the United Arab Emirates (16%) and 
Oman (12.5%). Together, the Gulf Co-operation 
Council (GCC) account for 86% of the total Arabic 
project finance market.

Fig. 4 shows the volume of transactions in the 
Gulf Cooperation Council (GCC) region in the last 
16 years. The Gulf Cooperation Council (GCC) re-
gion comprises fast-growing economies with gov-
ernment revenues fuelled by sizeable oil revenues. 
Investment in energy infrastructures is a crucial 
pillar of the GCC Governments policy strategies 
for regional economic development. Furthermore, 
GCC economies usually have specific tax legisla-

Table 3
The annual volume and number of transactions of project finance in the Arab world from 1995 to 2018

Year Total loans 
(billion, $)

Total number  
of transactions

Share 
among all 

countries, %
Year Total loans 

(billion, $)
Total number  

of transactions

Share 
among all 

countries, %

1995 0.10 1 0.43% 2008 25.72 28 10.27%

1996 4.92 7 11.48% 2009 11.92 15 8.56%

1997 7.07 8 10.49% 2010 14.62 11 7.02%

1998 3.21 10 5.66% 2011 10.49 12 4.91%

1999 4.40 11 6.07% 2012 9.13 15 4.59%

2000 3.67 8 3.31% 2013 16.73 13 8.24%

2001 8.60 16 7.93% 2014 13.48 25 5.18%

2002 2.39 7 3.84% 2015 16.49 22 5.94%

2003 7.79 12 11.19% 2016 27.51 28 11.63%

2004 18.25 25 15.67% 2017 11.59 29 5.05%

2005 29.06 37 20.71% 2018 9.59 16 3.39%

2006 30.57 27 16.92%
Total 327.07 423 8.67%

2007 39.78 40 18.08%

Source: author’s calculations according to the PFI League Tables. URL: http://www.pfie.com/ (accessed on 05.12.2019).
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tions that can influence on the capital structure of 
large investment projects. Except Oman, the GCC 
countries did not historically levy sizable corporate 
tax on locally owned domestic companies [25].

The project finance market of the Gulf Co-
operation Council (GCC) reached its highest lev-
els in 2005–2007 and recorded its maximum in 
2007 with $ 34.7 bn because of high oil prices. 
However, since 2008, due to the global financial 
crisis, European fiscal crisis and political and eco-
nomic instability after the Arab Spring have led 
to a sharp reduction in the GCC project finance 

market. The governments throughout the region 
are investing in energy, petrochemicals, oil and 
gas, transport and other industries, as they face 
a growing population and the need to diversify 
economic activities.

The data in Table 4 show that for the period of 
1995–2018, 214 projects were implemented in the 
GCC region with a total value of $ 281 bn distrib-
uted between 11 industrial sectors, including: utili-
ties (energy & water desalination and wastewater 
treatment), oil and gas production, petrochemicals, 
mining, transport and other industries.
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Fig. 3. The total volume of project finance in each Arabic country from 1995 to 2018 ($ bn)
Source: author’s calculations according to the PFI League Tables. URL: http://www.pfie.com/ (accessed on 05.12.2019).

Fig. 4. Project finance volumes in the GCC region since 2003 ($ bn)
Source: author’s calculations according to the PFI League Tables. URL: http://www.pfie.com/ (accessed on 05.12.2019).
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The Gulf has been a particularly prolific source 
of project finance opportunities in both refining 
and petrochemicals due to cheap and abundant 
raw material. Over the past few decades, the in-
dustrial cities of Jubail and Yanbu in Saudi Arabia 
have developed into large manufacturing sites for 
petrochemicals and refined products. The invest-
ment made into the downstream oil and gas sector 
in these cities has been enormous. Most of it has 
been funded through project finance loans. Qatar, 
Oman and Kuwait have, likewise, raised project 
finance for refining and petrochemical projects [24].

Project finance in Qatar had primarily been 
used in the area of oil and gas, energy and social 
infrastructure sectors. In 2012, Qatar’s national 
gas companies (Qatargas and Rasgas) became the 

world’s largest producer of LNG [26]. Qatargas 
operates 14 Liquefied Natural Gas (LNG) trains 
with a total annual production capacity of 77 mil-
lion tonnes. The LNG industry in Qatar has been 
financed almost only by project finance. Project 
finance debt of about $ 14 bn has been successfully 
raised from a variety of sources for Qatargas and 
Rasgas. In addition, a host of international events, 
such as the FIFA 2022 World Cup, are increasing 
demand for infrastructure and facilities.

In the United Arab Emirates (UAE), project 
financing has been mainly concentrated in the 
energy and water sectors. Besides the energy and 
water sectors, there have been project financing in 
the heavy industries, including metallurgy. There 
have also been two PPP in the education sector: the 

Table 4
Number of projects by industry and country from 1995 to 2018 (size in $ bn /  

number of financed projects)

Type of project Saudi 
Arabia Qatar uae Oman Kuwait bahrain Total size and 

# of projects

Utilities 
(Energy & Water)

21 082 / 16 8376 / 7 27 198 / 23 9437 / 18 2196 / 3 5245 / 6 73 534 / 73

Petrochemicals 48 056 / 26 7359 / 6 80 / 1 6948 / 7 7797 / 2 123 / 1 70 363 / 43

Oil & Gas 14 332 / 5 26 205 / 11 3371 / 7 19 521 / 14 4212 / 2 1591 / 2 69 232 / 41

Mining 15 136 / 7 3309 / 2 14 580 / 5 1545 / 1 — 5793 / 3 40 363 / 18

Transport & 
Infrastructure

2615 / 6 11 346 / 7 425 / 1 1033 / 5 — — 15 419 / 19

Telecoms 2350 / 1 — 1800 / 2 220 / 1 750 / 1 — 5120 / 5

Recreation & Real 
Estate

300 / 1 — 3187 / 4 105 / 1 — — 3592 / 6

Agriculture & 
Forestry

280 / 1 — 487 / 3 1782 / 1 — — 2549 / 5

Industry 300 / 1 — 709 / 3 — — — 1009 / 4

Total
104 451 / 

64
56 595 / 33 51 837 / 49 40 591 / 48 14 955 / 8

12 752 / 
12

281 181 / 214

Source: author’s calculations according to the PFI League Tables. URL: http://www.pfie.com/ (accessed on 05.12.2019).
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Sorbonne University Abu Dhabi and the campus 
of Zayed University. Over the past few years, there 
has been a lot of activity in the solar energy sec-
tor. In 2018, the financing of the waste-to-energy 
(WTE) plant in Sharjah was complete, the first one 
in the region.

Project financing in Oman has emerged as the 
preferred alternative to conventional methods 
of financing infrastructure and other large-scale 
projects in the field of oil and gas pipelines, refiner-
ies, electricity generating facilities and water and 
desalination projects.

Islamic finance made up nearly 40% of the 
total project finance market in the GCC in 2015 
compared to just over 12.5% in 2006 [27]. Is-
lamic project finance is basically the same as 
project finance —  it is a financial technique that 
involves financing of the entire or partial capi-
tal needed to fund a project. However, Islamic 
project finance requires that the purpose of the 
project and the financial schemes are consistent 
with Sharia. For instance, investment objectives 
must not be related to gambling or sale of pork or 
spirits, which are prohibited by Sharia law. Also, 

financial schemes cannot involve interest-based 
lending, and cannot include unclear terms of 
contract. Islamic financial institutions therefore 
have to design their financial structure so that 
profit is generated from commissions and rental 
fees through actual trading, without collecting 
interest [28].

CONClUSIONS
In light of the above analysis, the world market 
reflects wide variations in the field of project fi-
nancing. The article sheds light on the Arabic 
experience in the project finance market. This 
mechanism has been used in 18 Arab countries, 
the member states of the Gulf Cooperation Coun-
cil (GCC), given its extensive energy resources to 
be actively engaged in project finance transac-
tions, enhancing their role in the global econo-
my. The transactions have primarily been used in 
three areas: energy and water supply, petrochem-
icals, and the oil and gas industry. Moreover, one 
can notice that project finance in the GCC region 
is witnessing a growing trend of using Islamic 
project finance structure.
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INTRODUCTION
The relevance of the study of institutionaliza-
tion of financial literacy of the adult population 
of Russia is due to the further development of 
the institutional basis of the system of increas-
ing and supporting financial literacy of the 
population of the Russian Federation in general 
and the adult population in particular. In addi-
tion, the significance of the research problem 
is due to the expansion of the list of financial 
products and tools requiring new competencies 
among consumers, the need for scientific sup-
port for implementing the Strategy for Improv-
ing Financial Literacy in the Russian Federation 
in 2017–2023 1. In this regard, it is important to 
form financially competent behavior of target 
groups, including the adult population, which, 
in turn, will ensure the active inclusion of citi-
zens in the processes of financial and economic 
development of the country.

Low financial literacy of the Russian popu-
lation is due to the following issues:

•  communications between the state and 
society regarding the effectiveness of finan-
cial literacy and its relationship with various 
components of the economic culture of the 
population are not mature;

•  educational organizations do not have 
the professional competencies in the field 
of financial literacy that would protect the 
rights of consumers of financial services;

•  population in civil society has no mind-
set to trust the financial system;

•  low level of citizens’ awareness of the le-
gal mechanisms to protect the rights of con-
sumers of financial services;

•  citizens are not fully aware of the impor-
tance and significance of financial planning of 
their budget; 2

1 On approval of the Strategy for Improving Financial Literacy 
in the Russian Federation in 2017–2023. Order of the Govern-
ment of the Russian Federation of September 25, 2017 No. 
2039-r; the action plan (“roadmap”) for the implementation 
of the Strategy for Improving Financial Literacy in the Russian 
Federation in 2017–2023 dated 03.12.2018.
2 For example, according to the  National Agency for Finan-
cial Studies (NAFI), no more than 10% of Russian families plan 
their expenses for more than a month.

•  the vast majority of citizens do not know 
who to address to protect their rights if re-
ceived unfair financial services. Many believe 
that Sberbank of Russia is responsible for that. 
Unfortunately, the Central Bank and Rospot-
rebnadzor (Federal Service for Supervision of 
Consumer Rights Protection and Human Well-
Being) of Russia are rarely mentioned.

These problems caused the novelty of the 
topic related to the complex analysis of the 
institutionalization of financial literacy of the 
adult population. This target group makes a 
significant contribution to the implementa-
tion of the national goals and strategic objec-
tives of the country’s development 3 to ensure 
the conditions for active involvement of the 
population in the processes of socio-econom-
ic development, the formation of competen-
cies of consumers of financial services. The 
provisions and conclusions are substantiated 
on the analytical materials of the comprehen-
sive research project dedicated to obtaining 
qualitative and quantitative indicators of the 
effectiveness of the processes of institution-
alizing financial literacy of the adult popula-
tion of Russia.

To disclose the content of the phenomenon, 
it is necessary to solve the following tasks:

•  to substantiate the theoretical and meth-
odological provisions of the institutionaliza-
tion of financial literacy of the adult popula-
tion;

•  to develop a conceptual model of insti-
tutionalizing financial literacy of the adult 
population;

•  to describe the state and dynamics of in-
stitutionalization of financial literacy of the 
adult population;

•  to make conclusions and recommendations 
on the sustainable development of institutional 
entities that contribute to improving the finan-
cial literacy of the adult population.

3 Decree of the President of the Russian Federation of 
07.05.2018 No. 204 “On National Goals and Strategic Objec-
tives of Development of the Russian Federation for the Period 
up to 2024”.
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THEORETICAl 
AND METHODOlOGICAl PROVISIONS 

OF INSTITUTIONAlIZATION 
OF FINANCIAl lITERACY OF ADUlTS

Scientists have studied institutionalization of 
financial literacy in various scientific fields:

a) in the context of the financial behavior 
of the population, for example, by T. Yu. Bo-
gomolova, T. Yu. Cherkashina [1]. A. V. Kara-
vay, A. A. Tikhonov studied the features of 
financial attitudes and behavior of Russian 
workers [2]. Financial behavior in the context 
of socio-economic adaptation was studied in 
the work by P. M. Kozyreva [3]. The works by 
D. Kh. Ibragimova [4] and M. S. Shcherbal’ [5] 
are devoted to saving aspects of population 
behavior;

b) financial literacy and its relationship 
with competence were studied in the follow-
ing works. O. E. Kuzina considers the method-
ology for measuring financial literacy and its 
relationship with financial competence [6], as 
well as the financial competence of Russians 
according to the results of an international 
comparative study [7];

c) the scientific research by D. V. Moiseeva 
[8] is devoted to the sociological analysis of 
financial literacy. It defines two approaches 
to the concept of “financial literacy”: the 
competency-based one that refers to financial 
literacy as a combination of financial knowl-
edge, financial skills, financial goals; and the 
cultural one, referring to financial literacy 
as an element of financial culture, including 
knowledge, skills, norms, values, traditions;

d) the following works are devoted to 
the cultural aspects of financial literacy: 
D. A. Shevchenko and A. V. Davydenko exam-
ined the content of the relationship between 
the concepts of “financial literacy” and “fi-
nancial culture” [9]. S. N. Silina and V. Yu. Stu-
pin examined the relationship of financial 
literacy and financial culture [10]. I. K. Kly-
uchnikov and O. A. Molchanova [11] explored 
the essence, regularities and forms of credit 
culture. The work by A. V. Boranukov is devot-
ed to social diagnostics of the economic cul-

ture of society, development of a theoretical 
model of economically rational behavior. In 
his opinion, “the main difference between the 
concept of financial literacy and the concept 
of economic culture is the lack of the first 
moral and ethical component in the content, 
the articulation of a purely competent, prag-
matic beginning” [12].

The works by the authors of this article are 
important to develop a theoretical interpre-
tation of the concept of “institutionalization 
of financial literacy of the adult population”. 
They addressed the following issues: the state 
and dynamics of financial literacy of the adult 
population of Russia [13]; development of the 
institutional framework for the implementa-
tion of financial literacy programs of the adult 
population of Russia [14]; problems and pros-
pects of implementing programs on financial 
literacy for the adult population at the Fed-
eral and regional levels [15]; relations of fi-
nancial literacy and financial education [16].

The scientific provisions of the institu-
tionalization of financial literacy of the adult 
population were tested at the roundtable dis-
cussion “Research results of the institution-
alization of financial literacy of the popu-
lation of the Russian Federation” 4. Profes-
sor A. V. Ivanov also covered this topic in his 
speech at the II South Ural Financial Forum 
of the Ural branch of the Financial University 

“Financial literacy is the first step to success” 5.
Studies by foreign scientists are methodo-

logically significant for the theoretical inter-
pretation of the institutionalization of finan-
cial literacy of the adult population. For ex-

4 Kuznetsov O. V., Ivanov A. V. Roundtable discussion “Re-
search results of the institutionalization of financial literacy of 
the population of the Russian Federation” (Financial Univer-
sity under the Government of the Russian Federation. Moscow, 
October 11, 2019). URL: https://yadi.sk/i/cvpMZnuARmf1pQ 
(accessed on 17.01.2020).
5 Ivanov A. V. Problems and prospects of implementing the 
educational program on financial literacy for the adult popu-
lation. Speech at the II South Ural Financial Forum of the Ural 
branch of the Financial University under the Government of 
the Russian Federation “Financial literacy is the first step to 
success”. (Chelyabinsk, May 15–16, 2019). URL: http://www.
fa.ru/News/2019–05–20-yuff.aspx (accessed on 17.20.2020).
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ample, W. L. Anthes (2004) [17] views financial 
literacy as the ability to analyze, manage, and 
interact with personal financial conditions 
that affect material well-being. L. Mandell 
(2007) [18] views it as the ability to evalu-
ate new, complex financial instruments and 
make informed decisions. The work by for-
eign scientists A. Atkinson and F. A. Messy is 
dedicated to measuring financial literacy [19]. 
The work by Kempson E. and Perotti V. [20] is 
devoted to measuring financial capability of 
low- and middle-income countries. The work 
by J. Hastings, B. Madrian and W. Skimmyhorn 
discusses the dependence of financial literacy 
on economic outcomes [21]. A. L. Kiliyanni 
and S. Sivaraman [22] devoted their work to 
the perception-reality gap in financial liter-
acy. The above analysis allows us to conclude 
that there are various approaches to deter-
mining financial literacy. At the same time, a 
person’s ability to manage finances is com-
mon.

The institutional aspects of institutionaliz-
ing financial literacy are of great importance. 
They consider the study of financial literacy 
as a process of combining financial behavior 
and financial culture, manifested in their mu-
tual influence. The main elements of this pro-
cess are:

•  financial knowledge and attitudes at the 
stage of their habitualization;

•  typical financial skills (typification);
•  consolidation of knowledge and sustain-

able practices in the field of financial literacy 
(normatization);

•  regulatory legal consolidation of insti-
tutional entities for financial literacy in the 
context of their financially competent behav-
ior (legitimization).

The considered theories allowed us to define 
the phenomenon under study. In our opinion, 
financial literacy is an indicator of awareness, 
knowledge, skills and behaviors according to 
which informed financial decisions are made. 
The criterion of these decisions is financial-
ly competent behavior in the context of the 
formed financial culture of the population. 

Therefore, the institutionalization of finan-
cial literacy of the adult population should 
be understood as the processes of developing 
sustainable practices (institutional entities); 
according to the practices, the adult popula-
tion make informed financial decisions, whose 
criterion is financially competent behavior.

CONCEPTUAl MODEl 
OF INSTITUTIONAlIZATION 

OF FINANCIAl lITERACY OF ADUlT 
POPUlATION

In our opinion, the institutional approach to 
the study of the financial literacy of the popu-
lation is a combination of sociocultural ele-
ments (knowledge, skills, norms, values, tra-
ditions), considered in the specific cultural 
situation. To influence the level of financial 
literacy, the specifics of financial culture in 
financial education and in general when de-
veloping the concept of an effective institu-
tional system for improving financial literacy 
involves: a) a description of key cultural ar-
chetypes that influence financial behavior 
and are reflected by financial literacy indica-
tors; b) analysis of factors that formed these 
cultural archetypes; c) analysis of the cur-
rent socio-economic context for its impact on 
the existing cultural tradition (if it fixes it or 
transforms it); d) analysis of the possibilities 
and directions for targeted correction of cul-
tural tradition.

The above-said suggests that the structural 
elements of the institutionalization of adult 
financial literacy are:

•  relations of financial education and fi-
nancial literacy, called its basic elements, in-
clude: awareness, knowledge, skills, behavior, 
making informed financial decisions, finan-
cially competent behavior, financial literacy 
results;

•  components of the economic culture of 
the population: social values   and norms, per-
ceptions, attitudes, behavioral stereotypes;

•  the system of objective and indicative 
indicators of the institutionalization of fi-
nancial literacy of the population, including 
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objective and indicative indicators of the in-
stitutionalization of financial literacy of the 
population;

•  target populations: aged 25 to 30 years; 
aged 30 to 45 years; pre-retirement age (55–
60 years); advanced age (over 60 years); re-
tirement age;

•  institutionalization processes of finan-
cial literacy: habitualization, typification, 
normatization and legitimization.

In general, the conceptual model of the in-
stitutionalization of financial literacy of the 
adult population of the Russian Federation is 
presented in the Figure.

Let us consider the structural elements of 
the institutionalization of financial literacy 
of the adult population. The components of 
economic culture include social values   and 
norms, perceptions, attitudes, behavioral 
stereotypes that determine the behavior pat-
terns of individuals and social groups in the 
production, distribution and consumption 
of material goods. The components of eco-
nomic culture of the population should aim 
at forming behavior patterns associated with 
financial planning; fulfillment of obligations 
undertaken to the creditor; investment based 
on the use of investment products and ser-
vices; saving behavior aimed at saving money 
(“safety cushion”); social protection of citi-
zens on banking products and services. Fi-
nancial behavior is based on the knowledge 
of a person and the attitudes s/he acquired 
in the process of socialization, and is deter-
mined by the social positions and social roles, 
as well as the activity and independence of 
the person in decision-making. When making 
financial transactions, a person acquires new 
knowledge. This is the next level —  conscious 
knowledge that shows a person’s competence 
in finance. If informed knowledge is acquired, 
financial behavior will also change.

The system of objective and indicative in-
dicators of financial literacy of the popula-
tion consists of: a) self-assessment of the 
respondent’s financial literacy; b) financial 
knowledge, skills, attitudes in various sub-

ject areas of the financial sphere (for exam-
ple, debt, savings, retirement behavior); c) 
components of the regional factor (indicators 
of social well-being, pace of socio-economic 
development, etc.). Financial literacy assess-
ment should be based on correlation of the 
self-assessment of financial literacy with the 
identification of financial knowledge, skills, 
attitudes, typical for a social group and in-
dicators characterizing the influence of a re-
gional factor.

First of all, financial literacy is sufficient 
knowledge and skills in the field of finance 
that helps correctly assess the situation in the 
market and make reasonable decisions. Know-
ing and using key financial concepts enables 
a person to manage their money competently. 
That is, to keep records of income and expens-
es, avoid excess debt, plan a personal budget, 
save money, as well as to navigate the com-
plex products offered by financial institutions, 
and to acquire them based on an informed 
choice. It should be noted that the economic 
development of the population largely de-
pends on the general level of financial liter-
acy. The low level of this knowledge leads to 
negative consequences not only for consum-
ers of financial services, but also for the state, 
private sector and society as a whole. A high 
level of awareness of residents in the field of 
finance contributes to social and economic 
stability in the country. An increase in finan-
cial literacy leads to risk mitigation in exces-
sive personal debt of citizens on consumer 
loans, risk mitigation in fraud by unscrupu-
lous market participants, etc.

The following features of the institution-
alization of financial literacy of adult popula-
tion should be considered in the research:

•  population aged 25 to 30 years: personal 
budget planning, ways to save and increase 
personal income; “smart” shopping (rules for 
reasonable purchase of household appliances, 
electronics, automobiles, etc.); proper use of 
credit resources; compliance with the rules of 
reasonable financial saving and forming a tar-
geted saving strategy;
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Fig. Conceptual model of institutionalization of financial literacy of the adult population of Russia
Source: compiled by the authors.
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•  population aged 30 to 45 years: personal 
financial planning: ensuring short-term and 
long-term financial goals; creating a financial 

“safety cushion” for life’s unexpected events; 
solving the housing problem (including a 
mortgage loan); education for children (tar-
geted fundraising strategy);

•  population of pre-retirement age (55–60 
years): retirement planning: developing a 
targeted fundraising strategy based on an 
understanding of the principles of the pen-
sion system functioning; compliance with the 
rules for the reasonable acquisition of prop-
erty (for future personal use and as support 
to children) using credit resources;

•  population of advanced age (over 60 years) 
and retirement age: budget management (ben-
efits and subsidies); use of pension tools.

Institutionalization processes of financial lit-
eracy include habitualization as a habituation 
to financial behavior patterns. The next one is 
typification, which includes the development of 
citizens’ attitudes towards typical actions in the 
generated financial behavior patterns. Normati-
zation processes contribute to the consolidation 
of financial behavior patterns of citizens in the 
financial services market. Finally, legitimization 
processes consist in the legal support and insti-
tutional consolidation in terms of enhancing the 
financial literacy of the adult population.

STATE AND DYNAMICS 
OF INSTITUTIONAlIZATION 

OF FINANCIAl lITERACY OF ADUlT 
POPUlATION

The current state of institutionalization of fi-
nancial literacy of the Russian population was 
analyzed in the following areas.

First. Financial literacy of the Russian pop-
ulation in 2012–2015 6 was measured among 
users of financial services, as well as the re-
tired. The research findings brought us to the 
conclusion that a significant part of Russians 

6 URL: https://www.minfin.ru/common/upload/library/2017/07/
main/Itogovyy_otchet_po_1.4_dlya_sayta_1.docx (accessed on 
17.01.2020); https://www.minfin.ru/ru/om/fingram/directions/
evaluation/ (accessed on 17.01.2020).

improved their understanding of pension ba-
sics, which is a positive trend in the field of 
financial literacy of the population.

Second.  Studies of institutionalization 
of financial literacy of the adult population 
based on sociological surveys 7 of financial 
consultants 8 conducted by the authors in 
April 2019 (510 people were interviewed) and 
October 2019 (680 people were interviewed) 
in 45 regions of the Russian Federation.

The survey results are as follows:
•  significant part  of  the respondents 

(64.7%) are satisfied with their knowledge of 
financial literacy;

•  about 50% of the respondents note a 
high level of their financial literacy;

•  more than 96% of the respondents be-
lieve that their financial literacy has in-
creased in the result of the advanced training.

The adult population has some experience 
in financial consulting in the following areas:

•  17.3% applied for a mortgage loan;
•  18.8% opened a bank account;
•  21.6% prevented fraudulent schemes;
•  3.9% used microloans;
•  4.5% —  applied for a car loan.
A comparative analysis of sociological sur-

veys was carried out to determine the dynam-
ics of data distribution. It helped make the 
following conclusions: from April to October 
2019 the number of consultants advising on 
opening a bank account increased from 18.8% 
to 25.3%, and those advising on obtaining a 
mortgage loan —  from 17.3% to 22.1%.

Third. Cross-tabulation analysis based on 
the surveys regarding the institutionalization 
of adult financial literacy. Cross-tabulation 
is as follows: satisfaction with knowledge of 
financial literacy of the population by age 
groups: youth (25–30 years) —  32.5%; adult 

7 The survey was held among: employees of banks, insurance 
companies, Pension Fund of Russia, private pension funds, 
university professors, government employees, employees of 
commercial organizations, school teachers, social workers.
8 According to the Contract, methodological consultants re-
ceive advanced training in “Financial Consulting” at the Fi-
nancial University under the Government of the Russian Fed-
eration.
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citizens (30–45 years) –– 59.6%; citizens of 
pre-retirement age (45–60 years) —  38.9%; 
senior citizens (over 60 years old) —  5.4%. The 
results show that the adult population is the 
most satisfied with the knowledge of financial 
literacy and the senior citizens are the least 
satisfied.

Satisfaction with knowledge of financial 
literacy by professionals is as follows: employ-
ees of a financial company (bank, insurance 
company, private pension fund, etc.) —  21.4%; 
entrepreneurs —  12.0%; civil servants —  11.2%; 
university teachers —  6.5%; school teachers —  

5.1%; employees of a commercial organization —  
12.5%. The employees of financial institutions 
are the most satisfied with their knowledge.

The table presents behavioral aspects iden-
tified in the field of financial literacy of the 
adult population.

The distribution above brings us to the fol-
lowing conclusions:

•  behavioral aspects related to obtaining 
a student loan (33.3%), voluntary housing in-
surance (30.8%), and the prevention of fraud-
ulent banking schemes (20.9%) are typical of 
young people (25–30 years);

Table
behavioral aspects of financial literacy according to age groups

behavioral aspects of financial 
literacy

Youth (25–30 
years), %

Adult citizens 
(30–45 years), %

Citizens of pre-
retirement age 

(45–60 years), %

Senior citizens 
(over 60 years 

old), %

Opening a bank account 14.6 61.5 22.9 0.0

Microcredit 10.0 50.0 40.0 0.0

Mortgage loan 19.3 60.2 17.0 3.4

Student loan 33.3 0.0 66.7 0.0

Car loan 4.3 69.6 13.0 13.0

Private medical insurance 16.1 61.3 12.9 9.7

Motor vehicle liability insurance 15.4 53.8 30.8 0.0

Voluntary housing insurance 30.8 53.8 15.4 0.0

Banking fraud prevention 20.9 46.4 28.2 4.5

Other 8.9 74.1 14.3 2.7

Source: compiled by the authors.
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•  getting a car loan (69.6%), opening a 
bank account (61.5%), getting a mortgage 
loan (60.2%) and motor vehicle liability in-
surance (53.8%) are typical of adults (aged 
30–45);

•  getting a student loan (66.7%), micro-
loans (40.0%), motor vehicle liability insur-
ance (30.8%) are typical of citizens of pre-re-
tirement age (45–60 years);

•  getting a car loan (13.0%), voluntary 
health insurance (9.7%), etc. are typical of 
senior citizens (over 60 years).

The studies by the National Agency for Finan-
cial Research (2018) confirm the results of the 
sociological survey conducted by the authors 9. 
For example, married people on average are 
significantly more competent than their single/
unmarried peers. This takes place in every age 
group, but is especially evident among the 40–
50 year-olds. Financial literacy is higher among 
working citizens. At the same time, for non-
working pensioners, the Financial Literacy Index 
is significantly lower than the national average. 
The decline in older age groups is due to their 
exclusion from economic and financial activity.

CONClUSIONS
The summarized study results on the institu-
tionalization of financial literacy of the adult 
population provide with the following conclu-
sions:

•  studying theoretical principles of financial 
literacy contributed to the development of a 
conceptual model for the institutionalization of 
financial literacy of the adult population.

•  the study of the state and dynamics of 
the institutionalization of financial literacy 
of the adult population of Russia shows its 
increase.

•  institutional entities were established in 
the process of institutionalization of financial 

9 The respondents were personally interviewed at the place of 
residence. 1000 respondents were surveyed in every Russian 
region. The data was collected in July 2018. The methodology 
to measure the Financial Literacy Index was developed by the 
Organization for Economic Cooperation and Development 
(OECD).

literacy —  federal and regional centers of fi-
nancial literacy.

•  the article proved the value of carrying 
out main activities defined by strategic docu-
ments to improve the financial literacy of the 
Russian population.

The authors developed recommendations 
for the sustainable development of institu-
tional entities that contribute to improving 
the financial literacy of the adult population:

•  to consider updating the content of the 
Strategy for Improving Financial Literacy in 
the Russian Federation in 2017–2023 for a list 
of target population groups, including citi-
zens of retirement and pre-retirement age, as 
well as persons with disabilities.

•  it makes sense to include measures for the 
financial education of the population in the na-
tional projects “Digital Economy”, “Education”, 

“Culture”, “Demography” 10 implemented in ac-
cordance with the Decree of the President of the 
Russian Federation of 07.05.2018 No. 204 “On 
National Goals and Strategic Objectives of the 
Development of the Russian Federation for the 
Period up to 2024”

•  in the form of methodological recommen-
dations, to regulate the standard agreements 
determining the interaction between the Bank 
of Russia and its territorial divisions, trade 
unions and the business community and other 
organizations on issues of improving financial 
literacy of various categories of the population.

It is reasonable to continue preparing fi-
nancial consultants to increase the finan-
cial literacy of the adult population based 
on specified competencies due to changes in 
Russian legislation and the adoption of regu-
latory legal acts on strategic development is-
sues.

It is advisable to support the creation of 
electronic platforms and online panels in ed-
ucational organizations for systematic finan-
cial education of various target groups of the 
population of the Russian Federation.

10 National project passports were approved by the Presidium 
of the Presidential Council for Strategic Development and Na-
tional Projects on December 24, 2018 No. 16.
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INTRODUCTION
Subject to certain regulatory limits, financial 
institutions may use methods of circumvent-
ing regulatory requirements consistent with 
current legislation to obtain certain advan-
tages and benefits from different regula-
tions in various market segments. The Rus-
sian retail lending market faces this problem, 
particularly, in the segment of POS loans. In 
general, it comes to affiliated microfinance 
organizations created by credit organizations 
(hereinafter —  MFOs), which poses risk of us-
ing differences in regulation in these markets.

Regulatory arbitrage may testify to an or-
ganization’s desire to increase its profits un-
fairly. However, such behavior can be forced 
due to imperfect regulation and deficiencies 
in legislation. The situation in the retail lend-
ing market is largely in favor of the second 
option. Before we proceed to analyzing the 
problems of regulatory arbitrage, it is neces-
sary to discuss the differences in regulatory 
requirements that give rise to these contra-
dictions. Yet, continual and often unsystem-
atic complication of legislation, reporting and 
regulatory requirements, as well as increasing 
complexity of regulation, may lead to regula-
tory arbitrage.

The problem is not unique to Russia: the 
USA faces an increase in the regulatory bur-
den on banks almost exponentially [1, p. 93]. 
Yet, the new requirements may not consider 
all the circumstances of the retail market 
functioning, and in some cases lead to a vio-
lation of existing mechanisms and good prac-
tices.

In general, the relevance of this issue is 
that, although consumer lending has less 
direct economic effect on GDP growth than 
the corporate one [2, p. 30], in modern con-
ditions it is an important factor contributing 
to an increase in the slowdown in economic 
growth in Russia. Microfinance is viewed as 
an important element to fight against poverty 
[3, p. 191].

According to the Bank of Russia, in 2019 H1, 
unsecured consumer lending contributed to 

maintaining positive GDP dynamics 1. At the 
same time, according to the Bank of Russia, 
increased risks for the banking system are as-
sociated with this form of lending 2.

Existing studies of regulatory arbitrage are 
mainly about the formation of bank capital 
due to deficiencies in the regulation of cer-
tain types of assets and liabilities [4, 29], as 
well as to unequal banking regulation in dif-
ferent countries. This allows for territorial 
regulatory arbitrage due to the choice of the 
transaction place by the financial institution, 
depending on the most favorable regulation 
[5, 26]. The issue of regulatory arbitrage be-
tween various forms of financial organiza-
tions is better addressed directly by regula-
tors, perhaps due to the less specific nature 
and innovation of its modern forms.

In her speech at the European Money and 
Finance Forum in Helsinki in 2017, former 
Chair of the Supervisory Board of the ECB 
Danièle Nouy indicated that, besides territo-
rial regulatory arbitrage and exploiting loop-
holes within one market legislation, banks 
may use the so-called cross-jurisdiction arbi-
trage. They can do it through the differences 
in the regulated and unregulated or poorly 
regulated sector of non-credit financial in-
stitutions 3. In October 2019, at the Banking 
public-private sector regional policy dialogue 
in Washington, Fernando Restoy, the Chair-
man of the Institute for Financial Stability, 
Bank for International Settlements, pointed 
to blurring the distinctions between regulated 
and unregulated banking. They are different 
in form, but similar to the activities of fintech 
companies and startups that allow for exploit-

1 Bank of Russia’s policies in consumer lending push banks to 
build up capital to ensure resilience. Moscow, 2019. The of-
ficial website of the Bank of Russia. URL: https://www.cbr.ru/
Content/Document/File/72621/20190628_dfs.pdf (accessed on 
17.10.2019).
2 Financial stability review. No. 1 (14) • Q4 2018 – Q1 2019. Of-
ficial website of the Bank of Russia. URL: http://www.cbr.ru/
publ/? PrtId=stability (accessed on 17.10.2019).
3 The official website of the European Central Bank. URL: 
https://www.bankingsupervision.europa.eu/press/speech-
es/date/2017/html/ssm.sp170915.en.html (accessed on 
17.10.2019).
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ing regulatory arbitrage by changing the form 
of a financial organization 4.

Discussions regarding regulatory arbitrage 
between individual financial market partici-
pants are also underway in Russia. In 2017, 
at the meeting of the Association of Russian 
Banks, Bank of Russia Governor Elvira Nabiul-
lina stated that this issue had been discussed 
for a long time. To solve the problem, it is 
necessary to understand the exact difference 
between the products suggested by banks and 
by MFOs 5.

POS lOANS: FEATURES  
AND MECHANISM

A POS loan is a type of consumer lending 6. 
Such loans can be provided both with over-
payments for goods (classic loans) and with-
out overpayments (installments).

Today, microfinance organizations can use 
soft limits on marginal interest rates. For bet-
ter understanding, we consider the install-
ment lending mechanism.

With the installment plan, the merchant 
actually subsidizes purchasing its own goods 
on credit: the customer is provided with a 
discount of interest paid to the lender. POS-
lending under the installment plan consists 
in the fact that the customer purchases the 
goods without overpayments at the price 
offered by the merchant. The professional 
lender, who had signed the POS loan agree-
ment with the customer, gives the merchant 
the money amounting to the price of the pur-
chased goods minus the discount provided by 
the merchant, which amounts to the margin 
of the professional lender. The discount is 
not given to the customer when purchasing 

4 Official site Bank for International Settlements. URL: htt-
ps://www.bis.org/speeches/sp191017a.htm (accessed on 
17.10.2019).
5 Newspaper “Vedomosti”. URL: https://www.vedomosti.ru/
finance/articles/2017/05/29/691831-tsb-stoimost-kredita (ac-
cessed on 17.10.2019).
6 Point-of-Sale are targeted consumer loans provided by trans-
ferring borrowed funds to the merchant to pay for goods (ser-
vices) if there is a corresponding agreement with the merchant 
(including POS-loans).

goods without non-leveraged money. With 
this discount, the customer does not over-
pay the original (before the discount) order 
value, since the total of all regular payments 
under the loan agreement is equal to the or-
der value. It is also essential that usually the 
merchant pays the lender for the issuance of 
installments, and therefore, compensates a 
small part of the customer’s “interest” pay-
ments (due to the lack of major overpayment 
for such products). With POS-lending, the 
merchant actually shares some income with 
the lender for financing the purchase of the 
product/service by the customer and transfer-
ring credit risk to them, which is similar to 
factoring (see Appendix).

The relevance and demand for installment 
products are associated with the following 
factors:

•  an increase in the non-food retail turno-
ver amid a decrease in real household dispos-
able income 7, which leads to an increase in 
the credit turnover of trading enterprises;

•  increased competition for the customer 
related to entering and scaling in the market 
of strong players with a clear advantage in 
the product economy due to the non-market 
value of funding (PAO Pochta Bank, PAO Sber-
bank);

•  improving financial literacy of the popu-
lation, and as a result, increasing the require-
ments of potential borrowers to the charac-
teristics and quality of products offered by 
lenders.

Thus, this segment of consumer lending rep-
resents the relationship between the lender, 
seller and buyer, who are also the borrower. 
When regulating this industry, the Bank of Rus-
sia considers only the relationship between the 
lender and the borrower. The seller’s role is 
almost missed, despite the fact that the trade 
relations, for which loan is just a means, re-
sult in the loan agreement. This restraint is 
the basic reason for defacing the regulatory 

7 According to the Federal State Statistics Service. URL: http://
www.gks.ru (accessed on 17.10.2019).
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objectives and, ultimately, for the possibilities 
of regulatory arbitrage.

CURRENT REGUlATION OF CONSUMER 
lENDING IN RUSSIA AND THE bASIC 

ASSUMPTIONS OF REGUlATORY 
ARbITRAGE

Marginal cost of loan is a key feature of con-
sumer lending in Russia. Part 11 of Art. 6 of 
the Federal Law dated December 21, 2013 No. 
353-FZ (hereinafter —  Law No. 353-FZ) limits 
the maximum total cost of a consumer loan 
(hereinafter referred to as “CL”) determined 
on the date of the consumer loan agreement. 
The maximum total cost of a consumer loan 
of a certain category equals to the lowest of 
the following values: 365% annual interest 
or calculated in the previous calendar quar-
ter, the average market value of the total cost 
of a consumer loan of the corresponding cat-
egory increased by one third. The purpose of 
introducing this norm is to limit the ability 
of a professional lender to lend money at an 
unreasonably high, non-market interest rate. 
Additional regulatory requirements that do 
not consider the economic substance of the 
relations between the merchant, lender and 
buyer-borrower amid the installment plan, 
may lead to a change in these relations to 
avoid excessive regulation. However, the re-
sult will also be leaving the legal framework 
that protects the borrower [6, p. 145]. In par-
ticular, the installment mechanism can be im-
plemented directly by the merchant through 
a hire purchase agreement. A bank or an MFO 
will do scoring, then purchase from the mer-
chant concluded agreements with a discount 
considering the discount rate for interest, 
similar to factoring. However, such agree-
ments will not be considered consumer loan 
agreements. Therefore, the rules on the pro-
tection of the borrower provided for by Law 
No. 353-FZ, particularly, on the marginal cost 
of loan, will not apply to such agreements.

The example above makes it clear that sole-
ly restrictive measures imposed without a full 
analysis of the economic relations will only 

lead to new forms of circumvention. Given 
the accelerated development of the financial 
sector technologies, the boundaries between 
individual financial products will blur. It will 
be more and more difficult to raise new regu-
latory barriers. Therefore, regulation should 
develop considering the essence of economic 
processes and repose on the dialogue with 
supervised organizations, since the complex 
mechanisms of market functioning often go 
out of sight of the regulatory body.

Another important feature of consumer 
lending is that CL marginal rates for banks 
and MFOs differ [7, p. 31]. This seems justified, 
since customers and MFO products tradition-
ally have a higher risk, which determines the 
different cost of borrowed funds provided by 
such companies [8, p. 214].

As illustrated above, the cost of loan in 
the POS-lending depends on the merchant’s 
discount. Thus, in installments, the margin 
of a professional lender (interest under the 
POS loan agreement) is determined not by an 
agreement with the borrower, the consumer 
of financial services, but with the merchant. 
This is because the margin of a profession-
al lender depends on the discount that the 
merchant agrees to provide for the delivered 
goods (services). At the same time, the mer-
chant may provide a larger discount than the 
maximum CL allows for credit organizations 
for the loan term. Moreover, the difference in 
regulatory norms between banks and micro-
finance organizations leads to the fact that 
MFOs are able to receive the entire amount of 
the discount with a similar loan. This contrib-
utes to an increase in the risks of regulatory 
arbitrage, i. e. a circumvention of legislative 
norms due to the various regulatory climate 
in various areas [9, p. 334; 10, p. 58].

The fact that some POS-lending credit or-
ganizations, such as PAO Sberbank, AO OTP 
Bank, AO Tinkoff Bank, have created cor-
responding MFOs is an indirect indicator of 
such tactics. Given the US experience and the 
so-called shadow banks [11, p. 472; 12, p. 85; 
13, p. 51], two factors influence the emergence 
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of new financial organizations exploiting the 
difference in regulation: new technological 
opportunities, to which such organizations 
adapt their business models faster than big 
players, and the difference in the regulation 
of certain categories of such financial organi-
zations.

Another problem of CL marginal values in 
POS-lending is that, according to Law No. 353-
FZ, the CL average market values are calculated 
for the entire category of POS loans, regardless 
of whether there is an overpayment for the 
goods or not. Installment and classic loans have 
disparate economic models of interest rate for-
mation (for classic loans —  risk/income; for POS 
loans —  the maximum discount added to the 
model that the partner merchant may provide 
for the goods/service). Therefore, a common 
calculation of weighted average values for the 
POS category is unreasonable. Since interest 
rates on installments are limited by the amount 
of the discount, they may lead to a bias in the 
weighted average values, especially given that 
organizations affiliated with banks operate in 
this segment and can have a significant impact 
on MFO rates due to the volume of issued in-
stallments. Since CL limits are imposed for the 
entire category of loans based on the weighted 
average values, low interest rates on install-
ment products may lead to a general decrease 
in interest rates in this segment. Thus, rates in 
the category of POS microloans have sharply 
decreased since the beginning of 2018, while 
rates in other categories of microloans have 
not decreased so much or, conversely, have 
increased (Table).

INTERNATIONAl PRACTICES 
OF CONSUMER lENDING REGUlATION: 

GETTING THE bAlANCE bETWEEN 
MARKET GROWTH AND PROTECTION 

OF CONSUMERS OF FINANCIAl 
SerViceS

Let us view this problem in the context of 
international practices. Approaches to such 
limits vary among countries, and sometimes 
within countries. For example, some of the US 

states have the so-called “usurious laws” that 
determine interest rate cap for various types 
of borrowers (individuals and legal entities) 
and various types of relations (loans issued 
with or without a written agreement, penal-
ties, etc.) 8.

In 2014, the Reserve Bank of India has re-
moved the 26% (per annum) interest rate cap 
on loans for microfinance companies. Instead, 
microfinance companies got the opportunity 
to set the rate at the their cost of funds plus 
a maximum 12% margin, or the average base 
rate of the five largest commercial banks by 
assets multiplied by 2.75 times, whichever is 
lower 9.

The maximum allowed legal rate in China 
is 36 percent annualized 10.

In some European countries, such as Den-
mark, Sweden, Austria, Croatia, Latvia, Lux-
embourg, Romania and Ireland, there are no 
marginal interest rate restrictions [14].

In France, any contractual loan granted at 
an annual percentage rate, which, at the time 
of its granting, is more than one third higher 
than the average percentage rate applied by 
the credit organizations during the previous 
quarter for loans of the same type present-
ing a similar risk factor, is considered usuri-
ous and prohibited by law. This wording gives 
more freedom due to putting loans into risk 
categories, which is comparable with the Rus-
sian practice 11.

In Germany, there are no interest rate re-
strictions on loan and borrowing rates; how-
ever, in legal practice, rates that are more 
than double the average market rates are ille-

8 Legal portal Findlaw. URL: https://statelaws.findlaw.com/
consumer-laws/details-on-state-interest-rate-laws.html (ac-
cessed on 17.10.2019).
9 The Economic Times. URL: https://economictimes.india-
times.com/news/economy/finance/rbi-removes-26-interest-
rate-cap-on-mfi-loans/articleshow/30004542.cms (accessed 
on 17.10.2019).
10 Reuters News Agency. URL: https://www.reuters.com/arti-
cle/us-china-regulations-loans/china-cracks-down-on-on-
line-micro-lending-firms-with-new-rules-idUSKBN 1DV4OU 
(accessed on 17.10.2019).
11 French Consumer code. P. 133. URL: https://www.legifrance.
gouv.fr/Traductions/en-English/Legifrance-translations (ac-
cessed on 17.10.2019).
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Table
Dynamics of Cl individual values, 2018 —  Q2 2019

POS microloans Change in Cl weighted 
average values, %

POS microloans up to 30 thousand rubles inclusive –22

POS microloans over 30 thousand rubles up to 100 thousand rubles inclusive –18

POS microloans over 100 thousand rubles –14

POS microloans over 365 days –20

Microloans from 31 to 60 days inclusive, up to 30 thousand rubles inclusive –1

Microloans from 61 to 180 days inclusive, up to 30 thousand rubles inclusive 7

Microloans from 181 days to 365 days inclusive, up to 30 thousand rubles inclusive –4

Over 365 days, over 100 thousand rubles 10

Source: according to the Bank of Russia. URL: https://www.cbr.ru/analytics/consumer_lending/inf/ (accessed on 17.10.2019).
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gal. This is a restriction based on the average 
level of rates in the market [14].

In the Netherlands, the interest rate cap is 
14% a year, regardless of the loan term [14].

Italy, Portugal, Slovakia, Slovenia, and Es-
tonia also have different rate restrictions de-
pending on average market levels [15].

England has a system with rates limited 
only to high-risk payday loans with initial 
cost cap of 0.8% per day and a total cost cap 
of 100% 12.

In general, according to study [16], devel-
oped economies tend to use interest rate caps 
to prevent usury, while in developing econo-
mies interest rate caps are used to regulate 
cost of credit. Moreover, restrictions can be 
applied both to certain types of loans, such as 
credit cards and payday loans, and to all types 
of loans.

APPROACHES TO REGUlATORY 
ARbITRAGE IN THE RETAIl lENDING 

MARKET
Approaches to the problem of regulatory ar-
bitrage can be divided into those that seek 
to establish uniform restrictions for all par-
ticipants in the credit market, and those who 
regulate certain forms of loans (usually high-
risk), or individual lenders. The first solu-
tion, which essentially comes to combining 
CL interest rate caps for banks and MFOs, has 
several disadvantages: it may lead to the fact 
that MFO high-risk products, such as pay-
day loans, which do not overlap with banking 
products, become unprofitable. While such 
changes will solve the problem of regulatory 
arbitrage, this will create significant difficul-
ties for MFOs and in fact will be equal to a 
ban on microfinance activities. The negative 
consequences are obvious: MFOs will with-
draw into the shadows, the number of illegal 
and unregulated lenders will grow, as well as 
denials of commodity loans in the POS-lend-
ing segment. The decrease in delinquencies 

12 Financial Conduct Authority. URL: https://www.fca.org.uk/
news/press-releases/fca-confirms-price-cap-rules-payday-
lenders (accessed on 17.10.2019).

and household debt load, the positive result 
of this solution, does not guarantee the same 
increase in delinquencies of former MFO cus-
tomers in banks [17, p. 101]. Here is a paradox: 
the merchant is ready to finance the purchase 
of its products/services on credit, but the 
lender is not able to issue the loan because 
the CL marginal values do not allow for a rate 
sufficient to compensate for the correspond-
ing transaction risk. Thus, the negative con-
sequences, as well as the difficult decision 
(it will be necessary to amend all legal acts 
related to consumer lending) significantly ex-
ceed the positive effect.

In this regard, other countries apply par-
ticular interest rate caps depending on their 
form. For example, South Africa has 7 sepa-
rate ceilings for mortgages, credit lines, un-
secured credit operations, development loans, 
short-term operations, other credit and oth-
er loan agreements [18, p. 108–110]. A more 
productive approach to regulatory arbitrage, 
in the light of these practices, seems to have 
a more detailed division of the credit market 
segments, based on their semantic compo-
nent.

Specified in Part 11 of Article 6 of Law 
No. 353-FZ, limits the maximum total cost 
of a consumer loan do not apply to consumer 
loans, which do not belong to any of the cat-
egories defined by the Bank of Russia in ac-
cordance with Part 9 of Article 6 of Law No. 
353-FZ 13. Therefore, this restriction does not 
apply to consumer purpose loans secured by 
a pledge, provided to a borrower who is not a 
payroll customer of a credit institution. POS-
lending under the installment plan stimulate 
sales, which, in turn, leads to a positive mul-
tiplier effect for the economy as a whole. At 
the same time, they do not imply any over-
payment by the borrower. A solution to regu-

13 Categories of consumer loans by Bank of Russia Ordinance 
No. 4927-U of 08.10.2018 “On the List, Forms and Procedure 
for Compiling and Presenting Reporting Forms of Credit Or-
ganizations to the Central Bank of the Russian Federation” 
(code of the reporting form of credit organizations under 
OKUD 0409126).
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latory arbitrage may be eliminating the obli-
gation of professional lenders to calculate the 
average market and weighted average values 
of the total cost of a consumer loan for such 
POS loans. As a result, they will not be subject 
to the restrictions specified in Part 11 of Arti-
cle 6 of Law No. 353-FZ.

This solution also removes the contradic-
tion of the calculation methodology for the 
CL marginal values for POS-lending: with 
abolition of restrictions for installment loans, 
the calculation will exploit only classic loans 
where the restrictions fulfill the envisioned 
consumer protection role. This approach will 
also contribute to the positive dynamics of 
economic growth through an increase in sales 
and consumer lending due to the product that 
has a lesser effect on delinquencies than clas-
sic loan products since there is no overpay-
ment by the consumer.

Another problem of regulatory arbitrage 
in the installment segment is the require-
ment to credit institutions to calculate debt 
burden ratio (hereinafter —  DBR) when issu-
ing loans that came into force on October 1, 
2019 14. According to these documents, DBR 
is calculated as the ratio of income and pay-
ments of the customer on outstanding loans. 
Increased DBRs imply premiums to risk ra-
tios when calculating bank capital adequacy 
ratios and downgrade MFO’s internal funds. 
This initiative is relevant, since according to 
the Bank of Russia 15, the share of loans issued 
with DBR 80+ amounted to 9.7% in Q1 2019. 

14 Bank of Russia Ordinance of 02.04.2019 No. 5115-U “On 
Economic Standards for a Microfinance Company Attract-
ing Money from Individuals, Including Individual Entre-
preneurs and (or) Legal Entities in the Form of Loans, and 
a Microfinance Company Issuing and Placing bonds” for 
MFOs. Bank of Russia Ordinance No. 4892-U of 31.08.2018 
“On  Types  and  Characteristics  of  Assets  for Which  Risk-
based Capital Buffers are Set and on the Methodology for 
Applying These Buffers to the Said Types of Assets for Cred-
it Institutions to Calculate Their Capital Adequacy Ratios” 
for credit institutions.
15 Accelerated growth of consumer loans in the structure of 
bank lending: causes, risks and measures of the Bank of Rus-
sia. The official website of the Bank of Russia. URL: https://
www.cbr.ru/Content/Document/File/72621/20190628_dfs.pdf 
(accessed on 17.10.2019).

Depending on the DBR, capital restrictions 
should reduce the growth rate of unsecured 
lending, as well as prevent a further increase 
in delinquencies and deterioration of the so-
cio-economic situation of lenders with high 
DBR [19, p. 65].

Nevertheless, this approach does not con-
sider that in case of installments, the mer-
chant compensates part of the loan to the 
buyer in the form of a discount, thereby 
distorting the economic meaning of DBR. 
Depending on CL, premiums on risk ra-
tios impose more stringent requirements 
for banks than for MFOs. Additional pres-
sure on the capital of banks and MFOs oper-
ating in the installment segment will lead to 
a reduction in this form of lending and, as a 
result, to a deterioration in the availability of 
such financial services for the population [20, 
p. 959].

Another way to address the risks of regula-
tory arbitrage is to divide lenders and their af-
filiates into large and small. The US Consumer 
Financial Protection Bureau sets a criterion 
for classifying financial institutions as small 
lenders. Such organizations are not subject 
to a number of restrictions that large lenders 
must comply with, in particular, restrictions 
on high-risk lending. Since the definition of 
a small lender exploits information about af-
filiated parties, one big bank cannot create 
many individual small lenders. Thus, the issue 
of regulatory arbitrage can be resolved with-
out detriment to the financial availability and 
multiplication of illegal lenders. Independent 
regulation will correspond to the risk-based 
approach imposing more significant regula-
tory requirements on organizations, whose 
asset size generates greater risk, since banks 
that developed from microfinance organiza-
tions have a lower level of interest and cur-
rency risks, due to portfolio diversification, 
and lower liquidity risk [21, p. 130].

Implementing these changes will aim to 
determine the asset size threshold. A finan-
cial institution beyond this threshold will be 
considered a large lender. There is an opinion 
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that the aggressive growth of microfinance 
companies leads to loss-making activities [22, 
p. 211]. However, if the threshold is set at a 
relatively low level, this will facilitate com-
petition between numerous small companies. 
The ability of such companies to improve 
work efficiency will be limited by their size. 
A relatively high threshold may lead to crea-
tion of full-fledged banks in the form of small 
lenders, which will use more lenient regula-
tion. Yet, they will not lose the advantages of 
a large financial organization.

In modern Russian practice, credit and mi-
crofinance organizations differ by the size of 
their funds. There are independent subcat-
egories in the form of various types of bank-
ing licenses. Microfinance organizations also 
have their own subcategories. Russian legis-
lation divides MFOs into two types: microfi-
nance companies (hereinafter —  MFCs) and 
microcredit companies (hereinafter —  MCCs). 
The key difference is that MFCs have the right 
to raise funds from individuals who are not 
founders, but they are also subject to more 
stringent regulatory requirements, in par-
ticular a higher minimum level of equity and 
capital adequacy. Moreover, all MFOs are gov-
erned by self-regulatory organizations, rep-
resenting a separate regulatory circuit [23, 
p. 119].

The introduction of appropriate restric-
tions seems appropriate, however, with the 
following reservations.

First, we advise to apply these standards 
only to organizations that finance their ac-
tivities by the funds raised from individuals.

Second, these measures are primarily 
aimed at organizations engaged in unsecured 
consumer lending, characterized by increased 
risk.

Third, a financial organization’s transition 
to another category should be voluntary, i. e. 
the organization should be able to remain in 
the current category through voluntary re-
strictions on portfolio growth.

Fourth, the threshold should be set based 
on the market size, but it should be dynamic, 

i. e. regularly reviewed, around the needs of 
each category for financial services.

CONClUSIONS
Considering the international practices, the 
solution to the issue of regulatory arbitrage 
in the retail lending seems multifaceted. 
This problem is on planes of both the bank-
ing regulator (Bank of Russia) and beyond 
its competence (retail). When changing the 
regulation, we advise to consider the experi-
ence of China; in particular, the interagency 
company for regulating Internet finance [24, 
p. 8]. The company achieved success due to 
the coordinated interaction of various su-
pervisory and regulatory bodies. On the one 
hand, all forms of credit relations where arbi-
trage may arise should be studied thoroughly 
to learn how much the existing restrictions 
consider the economic meaning of regulated 
relations.

CL restrictions on loans under installment 
plan miss a whole layer of contractual rela-
tions between the seller and the lender, while 
the most effective regulatory system consid-
ers market relations at their most [25, p. 35]. 
It is advisable to remove the restriction that 
fails to do its part due to insufficient elabo-
ration. Contrary to protecting consumers, it 
restricts the possibility to get credit products. 
Accordingly, regulatory arbitrage may indicate 
excessive and ill-conceived regulation.

If, after the detailed study, the risks of ar-
bitrage exceed the possible consequences 
of regulatory tightening, we recommend to 
amend the legislation considering that finan-
cial institutions fill in existing niches based 
on the need for these products and services; 
therefore financial availability should not 
be harmed by such restrictions. In the re-
tail lending market, the lender decides on 
the loan issuance considering not only the 
risk profile of the borrower, but also the risk 
and economic feasibility of the transaction, 
as well as the costs associated with servic-
ing the loan. Consequently, loans for small 
amounts and short terms may be impracti-
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cal, since the cash flow from the return of the 
main debt and interest does not compensate 
the expenses of credit organizations for their 
servicing.

A certain combination of a person’s need 
for a short-term loan with a large down pay-
ment or a small amount, issuing a loan to the 
same borrower with an appropriate risk may 
be economically inexpedient for a credit or-
ganization within the established CL restric-
tions. As a result, the list of CO loan products 
is reduced, since the profitability required for 
such borrowers/goods/sales channels does not 
meet the CO’s requirements for economic fea-
sibility.

MFOs lending to customers with such pa-
rameters is an alternative source of lending. 
Restrictions on the activities of such organi-
zations should note that loans under certain 

conditions will not comply with the require-
ments of corporate bonds, and some custom-
ers will be unable to buy goods on credit/by 
installments, which will negatively affect fi-
nancial availability.

Thus, distinguishing between financial in-
stitutions engaged in consumer lending (ac-
cordingly, regulatory requirements, includ-
ing CL marginal values and restrictions when 
accounting for DBR), depending on the asset 
size, considers ensuring financial availability 
and reduces the risks of regulatory arbitrage. 
However, implementing such changes requires 
significant amendments to the current legisla-
tion on licensing financial organizations and 
their admission to financial markets. This will 
require consultation of supervisory authorities 
with both credit and microfinance organiza-
tions.
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INTRODUCTION
The main features of the fiscal system of Rus-
sia —  the centralization of tax powers in the 
decentralization of expenditure obligations —  
necessitate the widespread use of intergovern-
mental transfers.

The continuing resource dependence of 
the economy and high interregional differen-
tiation keep down the growth of fiscal decen-
tralization. It also affects the ability of inter-
governmental transfers to balance between 
the positive and negative effects of the cur-
rent decentralization model. For example, this 
happens when the central management of ter-
ritorial systems entails imputed expenditures 
of refusing to identify local preferences due to 
high interregional disparities. A reduced qual-
ity of public sector management then impedes 
the processes of regional convergence. In this 

regard, the study of factors, roles and effects 
of intergovernmental transfers is relevant.

Today, we can identify circumstances that 
reinforce the need to study the effects caused 
by the structure, volume and method of distri-
bution of federal transfers: 

•  increased importance of equalization 
transfers within the structure of federal in-
tergovernmental transfers, related to the im-
proved methodology to model a budget;

•  reallocating earmarked intergovernmen-
tal transfers due to implementation of na-
tional goals in accordance with Presidential 
Decree No. 204 1;

1 On national goals and strategic objectives of the development 
of the Russian Federation for the period up to 2024 [Source of 
the electronic copy]: Decree of the President of the Russian 
Federation of 05.07.2018 No. 204 (as amended on 07.19.2018). 
Access from the reference legal system “Consultant Plus”.
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•  debt sustainability concerns, despite the 
increased financial stability of the consoli-
dated budgets of the constituent entities in 
recent years [1].

The area of research on intergovernmental 
relations is very diverse. For example, to in-
crease the efficiency, M. L. Vasyunina [2] pro-
poses to expand the allocation of subsidies 
and other types of intergovernmental trans-
fers with clearly defined conditions for the ef-
ficient use. R. A. Alandarov [3] singled out the 
specific disadvantages of allocating transfers 
in the context of state programs.

Coupling intergovernmental transfer al-
location and financial sustainability is also 
very popular in the literature. V. M. Kreindel’ 
[4] found signs of soft budget constraints in 
the Russian budget system. Later, O. V. Suchk-
ova and A. Yu. Chemis [5] obtained more en-
couraging results, revealing signs of sustain-
ability of the public debt in relatively devel-
oped regions. V. F. Sharov and A. K. Karaev [6] 
modeled the limits of stability in the budget 
system as a whole. The work [7] discusses in-
tergovernmental relations policy measures 
in terms of reducing the risks of regional fi-
nancial stability. Yet, with all the variety of 
works on this topic, the analysis of the incen-
tives incited by the federal intergovernmental 
transfer at regional authorities with accumu-
lated debt in the region gets little attention in 
the literature.

The aim of the study is to determine how the 
past period of growth in the debt burden and 
the risks to financial stability of the budgets 
of the constituent entities of Russia can affect 
regional fiscal policy in the context of federal 
co-financing of expenditure obligations..

METHODS
This work calculates the public debt of the 
constituent entities of Russia as the ratio of 
the debt and own (tax and non-tax) revenues.

We analyze the impact of the accumulated 
debt on fiscal incentives of regional authori-
ties upon receipt of federal intergovernmental 
transfers in four stages:

1. Breaking down the constituent entities 
of Russia into two groups by the average 
public debt for 2008–2018. We use a one-
dimensional cluster analysis by calculating the 
Euclidean distance between the constituent 
entities by the value of this indicator. The 
first group includes the constituent entities 
with the smallest (average 0.23) public debt, 
and the second group —  with the highest one 
(average 0.66).

2. Analyzing the public debt dynamics 
in 2008–2018 by groups of the constituent 
entities (federal districts 2, northern regions 3, 
first and second groups by public debt) and in 
Russia as a whole.

3. Calculating the paired linear correlation 
coefficients between the public debt and 
the indices of local fiscal decentralization 
in the expenditures and incomes. This stage 
aims to identify a criterion for grouping the 
constituent entities that is different from a 
sign of the public debt. The criterion is useful 
for a deeper analysis of the potential effects 
of the public debt on regional government 
incentives in the budget policy. Higher local 
decentralization may contribute to the 
development of fiscal incentives at the regional 
level upon the receipt of federal transfers.

4. Analyzing f iscal  incentives  by  the 
following method.

We analyzed the outcomes from granting 
federal intergovernmental transfers to the 
budgets of the constituent entities of Russia 
from the perspective of the incentives aris-

2 The designations of the federal districts of Russia are as fol-
lows: Central Federal District —  Northwestern Federal District, 
Northwestern Federal District, Southern Federal District (ex-
cluding the Republic of Crimea and Sevastopol), North Cau-
casian Federal District —  Volga Federal District, Ural Federal 
District —  Ural, Siberian Federal District, Far Eastern Federal 
District —  Far Eastern.
3 The northern constituent entities are the regions whose 
entire territory belongs to the regions of the Far North and 
equivalent localities (except the Republic of Tuva): the Re-
public of Karelia, the Republic of Komi, the Nenets Autono-
mous Okrug, the Arkhangelsk Region, the Murmansk Region, 
the Khanty-Mansi Autonomous Okrug, the Yamalo-Nenets 
Autonomous Okrug, Republic of Sakha (Yakutia), Kamchatka 
Territory, Magadan Region, Sakhalin Region and Chukotka Au-
tonomous Region.
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ing for the regional authorities when mak-
ing fiscal decisions (fiscal incentives) by the 
effect of a high dependence of public spend-
ing on intergovernmental transfers (known 
as the flypaper effect in foreign literature 
[8, 9]).

Public spending depends on transfers if the 
unit of growth of the transfer causes a great-
er increase in spending than the equivalent 
unit of growth of private income in the terri-
tory. Simply, this may indicate a fiscal regime 
favorable for the donor budget policy —  the 
granted transfers are spent much more will-
ingly than funds received from local taxation. 
In this case, the interests of the donor budget 
are mainly realized.

R. Logan [10] believes that granting trans-
fers robs the system of financial resources due 
to the emergence of fiscal illusion. Growth in 
recipient spending to some extent compen-
sates for this loss at the expense of the pri-
vate sector of the economy. The opposite case 
is when the private income factor contributes 
to the regional expenditures more than the 
federal transfer does. This indicates that the 
budget, which receives budget funds through 
transfers, does NOT consider them as sources 
much different to its own tax revenues. The 
authorities of the recipient budget may well 
allocate part of the transfer funds to reduce 
the tax burden (which is in the interests of 
taxpayers-voters) or reduce the deficit/accu-
mulated debt without increasing direct expen-
ditures. In this case, for the recipient budget, 
the interests of local taxpayers are considered 
relatively more important than the interests of 
the donor budget.

Based on the approach presented by [11], 
we compare the coefficients α and β in mod-
el (1).

Pr � *

* � * �var * .

it it

it it it

Expenditures ivate income

Federal transfer Intermediate iables

α

β γ

=

ε∏   (1)

The contribution of the variables is calcu-
lated through partial derivatives. For example, 
for the federal transfer variable, the contribu-

tion to the expenditure increase per unit of its 
own value is equal to:

( )1* � *
�
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We analyzed the whole period of 2008–2018, 
as well as the sub-periods of 2011–2018 and 
2014–2018. Division into sub-periods allows 
us to evaluate how the contribution of fac-
tors to costing has changed and how modern 
trends differ from the previous ones.

An indicator of private income is the aver-
age wage in the region (according to the Fed-
eral State Statistics Service), expenditures are 
the direct expenses of the budgets of the con-
stituent entities of Russia (according to the 
Treasury of Russia), and federal transfers are 
all the main federal transfers 4.

The intermediate variables are:
1) the number of employees in organiza-

tions of state ownership, a share of the num-
ber of employees;

2) the population of working age, a share of 
the population;

3) unemployment rate.
These indicators are necessary to monitor 

factors increasing the budget expenditures of 
a constituent entity not related to the deter-
minants of private income and transfer.

This work considers more types of transfers 
compared to [11] and significantly simplifies 
the model and calculations; however, it does 
not affect the main conditions to obtain relia-
ble estimates. Including all types of intergov-
ernmental transfers in the analysis excludes 
the arbitrary choice of a transfer as shown 
in [12]. Other main elements of the model 
should be the nonlinearity of the specifica-
tion [13], as well as monitoring the endogene-

4 All absolute indicators are recalculated based on the popu-
lation of the regions, adjusted for the consumer price index 
in order to bring them to the level of 2017, and consider the 
value of the index of budget expenditures  (IBE), designed to 
level inter-regional differences. The IBE is used in the federal 
methodology for distributing equalization grants.
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ity —  the influence of the dependent variable 
on one or more explanatory variables [14, 15]. 
Equation (1) is linearized through the natu-
ral logarithm and estimated by the general-
ized method of moments (system-GMM) [16], 
which suggests the elimination of the endog-
enous problem.

To interpret quantitative results, we cal-
culate the difference between the contribu-
tion of the federal transfer factor and the 
contribution of the private income factor 
(the calculations are below in Tables 3 and 4). 
According to the method above, if the differ-
ence positive, we see the regional fiscal re-
gime, relatively more favorable for the federal 
budget. If the difference is negative, the re-
gime is relatively more favorable for the local/
regional taxpayer.

We interpreted the obtained quantitative 
analysis results as follows.

If the difference in contributions of two 
factors (federal transfer and private income) 
is positive, the regional authorities are in-
clined to co-finance the priorities of the fed-
eral fiscal policy and increase overall budget 
expenditures. This also indicates unwilling-
ness to reduce the public debt, as well as raise 
private income through lowering the regional 
tax burden and/or replacing income by federal 
transfers. In this scenario, regional authori-
ties are ready to allocate financial resources 
to activities to achieve federal national pro-
jects. Considering the public debt in the cal-
culations, this result may also indicate that 
the decisions on regional budget expenditures 
are independent from the debt.

If the difference in contributions of the 
two factors is negative, we can speak of the 
tendency to restrain general regional spend-
ing, which may underfund the implementa-
tion of federal policy. This also indicates the 
intention to lower the debt burden due to the 
transfer, the possibility of lowering the re-
gional tax burden and/or replacing own in-
come by federal transfers. Both actions reduce 
direct budget expenditures of the constituent 
entity and are opposite to the interests of the 

federal budget. An explanation for this sce-
nario may be the fact that the public debt of 
the constituent entity has reached the level 
where the regional authorities are worrying 
about the risks to financial stability.

It should be noted that even if the regional 
authorities are ready to allocate financial re-
sources to implement federal policy (a positive 
difference between the contributions of the two 
factors), a high public debt means risks for the 
sustainable development of the region’s econ-
omy, primarily by restraining private regional 
investments [17, 18].

TRENDS OF INTERGOVERNMENTAl 
RElATIONS AND FEATURES 

OF ANAlYSIS OF FISCAl 
incentiVeS

The budget system of Russia currently faces 
revenue and expenditure centralization [19, 
20]. It is explained by the distribution of 
tax revenues and the influence of the high-
er budget on expenditure obligations of the 
lower budget. The low local fiscal decentrali-
zation does not allow to realize the benefits 
of decentralization, and does not lead to a 
decrease in inter-regional differentiation [21]. 
Fig. 1 shows the trends of reducing the share 
of the constituent entities in the consolidat-
ed parameters of Russia’s budget system (in-
cluding extrabudgetary funds) in 2008–2014 
and the stagnation in 2015–2017. Today, rev-
enues and expenditures of the consolidated 
budgets in Russia’s constituent entities con-
stitute approximately 35% of the total pa-
rameters of Russia’s consolidated budget. At 
the beginning of the period under review, the 
indicator was approximately 40% of the rev-
enues and expenditures of the total budget 
system.

Increasing oil prices and federal policy 
measures (intergovernmental equalization 
linked to individual agreements to restrain 
spending, as well as the allocation of budget 
loans) allowed the consolidated budgets of 
Russia’s constituent entities to rebuild the 
values   of the main parameters by the end of 
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2018 (Fig. 2) [22]. According to the Bank of 
Russia, in 2018, there was a surplus of finan-
cial resources in the budget system (for the 
first time since 2012). The trend persisted in 
the first half of 2019 5. However, regional debt 
is complicated by the high heterogeneity of 
the constituent entities, including in terms of 
the public debt, and the fact that the current 
surplus cannot provide a significant reduction 
in accumulated debt.

With the continuing centralization of the 
domestic budget system, intergovernmental 
relations become especially important, since 
they determine the distribution of tax and 
expenditure powers. Recommendations on 
efficiency growth of intergovernmental rela-

5 Main directions of the unified state monetary policy for 2020 
and the period 2021 and 2022. Approved by the Bank of Russia 
10.25.2019. Published in the reference legal system “Consult-
ant Plus”.

tions in the domestic academic literature are 
mostly based on the structure and conditions 
for granting intergovernmental transfers [23, 
p. 65]. In the literature, the main attention 
is paid to balancing, stimulating and equal-
izing functions of transfers [24]. As a rule, 
very little attention is paid to the analysis 
of the stimulating federal transfers in terms 
of their comparative advantage over the fac-
tor of private income in a particular region. 
It was one of the study motives, as well as 
the opportunity to analyze the influence of 
various types of federal intergovernmental 
transfers performing various functions. The 
last clarification is very conventional, since 
the functions of equalizing and stimulating 
the revenue growth can belong to a single 
type of intergovernmental transfer (for ex-
ample, equalization grants in Russia’s budget 
system) [25].
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Fig. 1. Share of revenues and expenditures of the consolidated budget of subjects in the parameters 
of the consolidated budget of Russia, units
Source: Rosstat (collection “Finance Of Russia”), author’s calculations.

Note: including extrabudgetary funds. Transfers belong to expenditures of a donor budget.
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When analyzing the stimulation of region-
al revenues growth, including the results of 
classifying the constituent entities by a char-
acteristic, it is very popular to divide regions 
by income or fiscal capacity [e.g., 26]. In this 
work, the constituent entities are grouped by 
the size of the public debt.

Basic studies of the role of the budget debt 
burden analyze its impact on economic growth 
and the dynamics of production factors. There 
is a search for channels of influence [27, 28], 
or threshold of public debt [29, 30]. M. P. Afa-
nasiev and N. N. Shash [31] warn about debt 
financing of current expenditures in Russia, 
including at the regional level, since it under-
estimates the potential positive effect of fis-
cal policy. In a resource-dependent economy 
with an emerging market, the negative effects 
of the debt burden are combined with the det-
rimental effect of instable macroeconomic 

indicators. This work specifically studies the 
role of debt value when the government of 
the relevant constituent entity decides on the 
budget allocations in the context of federal 
co-financing.

Low financial independence of regional and 
municipal authorities most likely implies a rela-
tively high impact of intergovernmental transfers 
on the expenditure decisions. This work considers 
the public debt value of a constituent entity of 
Russia as a mediating factor in the comparative 
analysis of private incomes and transfers. Today, it 
is important to know the dynamics of the sought 
coefficients and their value.

RESUlTS
The public debt of Russian constituent enti-
ties has significantly increased for the peri-
od of 2014–2018 (Fig. 3). The highest public 
debt is in the regions of the Southern Federal 

Fig. 2. Dynamics of the main parameters of consolidated budgets of Russia’s constituent entities, billion rubles
Source: Ministry of Finance of Russia, author’s calculations.

Note: cleared of seasonal and random fluctuations through the four-quarter moving average. Prices of 2017.
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District and North Caucasus Federal District, 
the lowest is in the Ural Federal District. The 
northern regions of Russia, including wealthy 
regions of the Ural Federal District, have a rel-
atively small debt. It should be noted that the 
increase in the public debt of the constituent 
entities with the highest average indicator was 
higher (in p.) than for the constituent entities 
with a relatively small public debt.

A large part of the constituent entities of 
Russia has a relatively high public debt (Ta-
ble 1). Except the Ural Federal District, the 
Siberian Federal District and the Far Eastern 
Federal District (as well as the groups of the 
northern regions of Russia), most of the con-
stituent entities of the federal districts have a 
high debt burden. The largest share of regions 
with a relatively high public debt is part of the 
North Caucasus Federal District.

In terms of public debt growth, the most 
unfavorable periods were the years of 2009 

and 2013–2015 (Fig. 4). In 2016–2018, the debt 
value of Russian regions began to decline. For 
the regions with the highest debt, it was de-
creasing faster, which is a positive sign. The 
debt burden in the northern regions is notice-
ably less than the average for Russia. This is 
due to the better fiscal capacity and lesser 
need for loans.

The inter-district dynamics analysis of the 
public debt helps classify the federal districts 
of Russia (Fig. 5). Three groups of regions are 
distinguished. On the one hand, the North-
West Federal District, the Southern Federal 
District and the North-Western Federal District 
have similar dynamics of the indicator, and on 
the other hand —  the Ural Federal District, the 
Siberian Federal District, and the Far Eastern 
Federal District. For the Central Federal Dis-
trict, dynamics of the indicator is relatively in-
dependent. Yet, the trajectories of the dynam-
ics of all federal districts are very similar.
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Fig. 3. Weighted average public debt by Russia’s federal districts and groups of constituent entities, units.
Source: Treasury of Russia, author’s calculations.

Note: the weight is the population of the constituent entities.
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Relatively high expenditure budget de-
centralization is accompanied by a relatively 
small debt of the budgets of the constituent 
entities (Table 2). This is consistent with the 
conclusion that the widespread local author-
ity has a beneficial effect on the commitment 
of fiscal discipline authorities [32, 33]. This 
thesis is especially pronounced in the case of 
expenditure budget decentralization.

The inverse relationship between debt bur-
den and decentralization also means that if 
the debt increases, local powers are reduced. 
Therefore, the debt factor may partially ex-
plain the downward trend in local fiscal de-
centralization in Russia.

Quantitative estimates of the negative rela-
tionship between local expenditure decentral-
ization and the public debt are approximately 
the same for all the groups. Yet, the effect of 
decentralization is noticeably weaker for the 
constituent entities with a relatively high debt. 
On the contrary, when considering revenue 
decentralization by local revenue structure, 
the analyzed relationship is very weak, and the 
group comparative analysis is inappropriate.

The expected positive effect of local fiscal 
decentralization on the public debt (namely, a 
relatively small debt and fiscal discipline with 
significant powers at the local level) is almost 
independent of its value or the geographical 

Table 1
Groups of constituent entities depending on the size of public debt, by federal districts, units.

Group of regions Group 1 (least debt) Group 2 (greatest debt)

Number
Proportion of the 

number of regions in 
the federal district, %

Number
Proportion of the 

number of regions in 
the federal district, %

All subjects 34 41 49 59

Central 6 33 12 67

North-West 5 45 6 55

Southern 2 33 4 67

North Caucasus 1 14 6 86

Volga 4 29 10 71

Ural 5 83 1 17

Siberian 6 50 6 50

Far Eastern 5 56 4 44

Northern subjects 8 67 4 33

Source: author’s calculations based on the data from the Treasury of Russia.

Note: The analysis does not involve the city of Sevastopol and the Republic of Crimea. Groups of constituent entities are distinguished 

by one-dimensional clustering (Euclidean distance between values by constituent entities). The results of grouping, including graphical 

analysis materials, are available upon a request to the author.
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Fig. 5. Dynamics of public debt of Russia’s federal districts in 2008–2018, units.
Source: Treasury of Russia, author’s calculations.
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location of the constituent entities. Thus, it is 
inappropriate to complicate model (1) regres-
sion analysis with additional consideration of 
various groups of the constituent entities by 
the size of local budget decentralization.

Table 3 summarizes the calculations by 
model (1) based on the data for Russia as a 
whole 6.

Fig. 6 illustrates the data of Table 3. Regard-
less of other intergovernmental transfers, the 
function of federal transfers, which consists 
in stimulating the budget expenditures of the 
constituent entity, decreases. In 2014–2018, it 

6 The details of the regression analysis are not provided, but 
are available from the author on request.

almost equaled to zero. Balancing grants com-
pletely replace the constituent entity’s budg-
et revenues, since the contribution of these 
transfers to expenditures is negative 7. Sub-
ventions (0.043) and other intergovernmental 
transfers (0.060) are the largest relative con-
tribution of the federal transfer. However, this 
indicator (for subventions) also decreases.

Thus, the stimulating function of federal 
intergovernmental transfers across Russia is 
currently decreasing. For regional authorities, 
the importance of federal priorities compared 

7 It is equal to –0.014 in 2014–2018. The corresponding data 
for all types of transfers are not provided, but are available 
from the author on request.

Table 2
Paired correlation coefficients of the public debt and local budget decentralization indicators by groups 

of Russia’s constituent entities, units

local budget decentralization 
indicator Russia as a whole

Northern 
constituent 

entities

Constituent entities 
with small public 

debt

Constituent 
entities with 
high public 

debt

Share of local budgets in consolidated 
expenditures of the region 
(subventions refer to the expenditures 
of the regional budget)

–0.41* –0.48* –0.42* –0.30*

Share of own revenues of local 
budgets in the structure of overall 
revenues

–0.11* 0 0 –0.10*

Source: author’s calculations, Treasury of Russia.

Note: * —  the coefficient is statistically significant according to the Student’s criterion. Based on data for all constituent entities, except 

Moscow, St. Petersburg, Sevastopol and the Republic of Crimea, 2008–2018.
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Table 3
Difference between the contribution of the federal transfer factor 

and the contribution of private income

Type of transfer 2008–2018 2011–2018 2014–2018

All transfers 0.005 0.002 –0.001

Equalization grants 0.003 –0.001 0.000

Balancing grants –0.001 –0.001 –0.015

Subsidies 0.009 0.000 –0.001

Subventions 0.043 0.031 –0.001

Other intergovernmental transfers 0.060 0.038 0.170

Source: author’s calculations, Treasury of Russia.

Note: The difference greater than zero means that the impact of federal transfers on spending growth is stronger than the impact 

of private income factor in the constituent entity (there is a flypaper effect = the effect of high dependence of expenditures on 

intergovernmental transfers which is favorable for the donor budget policy).
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Fig. 6. Difference between the contribution of the federal transfer factor and the contribution of private income 
factor, Russia as a whole
Source: based on Table 3.
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Table 4
Difference between the contribution of the federal transfer factor and the private income factor, groups 

of constituent entities

Type of transfer  Constituent entities with 
small public debt

Constituent entities with 
high public debt

Northern constituent 
entities

2008–
2018

2011–
2018

2014–
2018

2008–
2018

2011–
2018

2014–
2018

2008–
2018

2011–
2018

2014–
2018

All transfers 0.002 0.000 0.000 0.055 0.046 0.011 0.006 –0.014 0.000

Equalization grants 0.008 –0.003 –0.007 0.000 0.000 0.000 –0.010 0.000 0.000

Balancing grants –0.022 –0.025 0.000 0.000 –0.001 –0.001 0.000 0.000 0.000

Subsidies 0.000 0.000 0.000 0.078 0.092 0.018 0.028 –0.128 0.163

Subventions 0.000 0.029 0.000 0.068 –0.001 0.000 0.046 –0.246 0.000

Other intergovernmental transfers 0.072 0.044 0.166 0.080 0.084 0.064 0.083 –0.313 0.133

Source: author’s calculations, Treasury of Russia.
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factor, constituent entities with small public debt, average for 2008–2018
Source: based on Table 4.

Fig. 8. Difference between the contribution of the federal transfer factor and the contribution of private income 
factor, constituent entities with the highest public debt, average for 2008–2018
Source: based on Table 4.
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to the interests of local taxpayers to reduce 
the tax burden is lowering. This indicates a 
decrease in the regions of fiscal incentives, 
bringing together the interests of the federal 
and regional budgets in choosing the alloca-
tion areas and their adequate financing.

Another explanation is the continuing debt 
burden. Observed in recent years, debt financ-
ing of current expenditures may restrain the 
budgets of the constituent entities financed 
by their own revenues. In other words, federal 
transfers may replace own revenues/expen-
ditures to reduce the accumulated debt. This 
may include a risk of underfunding of nation-
al project activities.

If the assumption about the influence of 
the public debt factor influences on reduc-
ing the influence of the federal budget on the 
budget parameters of the constituent entity 
is true, then the difference between the con-

tributions of the federal transfer factor and 
private income should be more pronounced 
and reduced much more over the period un-
der review in the constituent entities with a 
relatively high public debt, than in those with 
a relatively small debt.

Table 4 summarizes the calculations by mod-
el (1) in the context of groups of the constituent 
entities by the size of the public debt.

Comparing Fig. 7 and Fig. 8, which illus-
trate the data in Table 4, confirms the hypoth-
esis is true. Indeed, there was a noticeable re-
duction in the difference between the contri-
bution of the federal transfer factor and the 
contribution of private income in 2014–2018 
in the group of the constituent entities with a 
high public debt compared to the general pe-
riod of 2008–2018.

The relatively high (compared to the con-
tribution of private income) contribution of 

Fig. 9. Difference between the contribution of the federal transfer factor and the contribution of private income 
factor, northern constituent entities
 Source: based on Table 4.
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other intergovernmental transfers to forming 
the budget expenditures of the constituent 
entity for all the constituent entities of Rus-
sia (see Fig. 6) is due to the constituent enti-
ties with a relatively small public debt (Fig. 7). 
On the contrary, for the regions with a rela-
tively high public debt, the relative quantita-
tive contribution of subsidies and other inter-
governmental transfers is approximately the 
same. However, in 2014–2018, the importance 
of subsidies for regional expenditures sharply 
decreased. This confirms the hypothesis that 
a high debt slows down regional authorities 
to expand their own expenditures after fed-
eral co-financing. A negative consequence 
of these actions may be the increased risk of 
failure to achieve the most important goals 
of the implementation of national projects 
in the areas of human capital development, 
a comfortable environment and economic 
growth.

The fact that the reduction in the poten-
tial of federal transfers for the budget expen-
ditures of the constituent entity is especially 
pronounced for federal subsidies is extremely 
negative for implementing national projects 
and other initiatives at the federal level, since 
the most significant part of financial assis-
tance is allocated through subsidies.

For federal subsidies, as well as subven-
tions, the contribution of the transfer factor 
is comparable to that of the private income 
factor in forming regional expenditures re-
gardless of the public debt. This indicates the 
neutral nature of these types of transfers.

We should note the unique role of other 
federal intergovernmental transfers. They 
have the strongest influence on the growth of 
regional expenditures compared to the con-
tribution of the private income factor. This 
thesis is true regardless of the group of the 
constituent entities.

By composition, the northern constituent 
entities are similar to the group of the con-
stituent entities with a small public debt in 
terms of the total federal transfers (Fig. 9). The 
comparative contribution of a general-purpose 

transfer factor is insignificant and sometimes 
negative. Yet, the assessment of the role of 
earmarked transfers is ambiguous: they have a 
very strong stimulating component, including 
now. This is also true for subsidies, which is 
not typical of the constituent entities with a 
relatively small debt. On the other hand, the 
negative value of the difference in the contri-
bution of the factors in 2011–2018 indicates 
a qualitatively different situation observed 
in 2011–2015. This finding probably requires 
further research of the causes for the identi-
fied phenomenon.

CONClUSIONS
The study revealed that currently the stimu-
lating function of federal intergovernmental 
transfers diminishes in the fiscal system of 
Russia. Therefore, this reduces the likelihood 
of regional authorities in generating fiscal 
incentives to choose and adequately (co-) fi-
nance the areas of budget spending that are 
closely consistent with the interests of the 
federal government.

The article confirmed the hypothesis why 
this trend  takes place - a high debt burden 
of the constituent entities of Russia. Debt fi-
nancing of expenditures of the previous pe-
riods can restrain current expenditures, fi-
nanced by own budget revenues in the regions. 
Replacing own expenditures by federal trans-
fers to reduce accumulated debt creates the 
risk of underfunding of activities of national 
projects.

Reduction of the potential of federal trans-
fers and especially subsidies for the budget 
expenditures of the constituent entity is neg-
ative, since it increases the risk of underfund-
ing the implementation of national projects 
at the regional level. Unlike subsidies, other 
intergovernmental transfers have the strong-
est influence on the growth of regional expen-
ditures, which is observed regardless of the 
group of the constituent entities.

In terms of a comparative analysis of the 
contribution of the transfer factor and the 
private income factor, the northern constitu-
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ent entities of Russia are similar to the gen-
eral group of the constituent entities with a 
small public debt. Yet, the contribution of the 
general-purpose transfer factor is insignifi-
cant, but that of earmarked transfers, includ-
ing subsidies, is positive.

The practical conclusions are as follows:
•  Only subsidies and other intergovernmen-

tal transfers perform the function of stimulat-
ing regional spending according to the priori-
ties of the federal budget. On the contrary, for 
both types of general grants and subventions, 
the contribution of transfer and private in-
come factors to forming a constituent entity’s 
budget expenditures is comparable. Therefore, 
the allocation and structure of subsidies and 
other intergovernmental transfers should be 
paid particular attention, including the reform 
of other intergovernmental transfers.

•  To preserve incentives for the constitu-
ent entities to expand own budget expendi-
tures in terms of implementing federal de-
velopment priorities, we advise to protect 
discretionary actions of the recipient budget 
authorities when they use federal targeted 

transfer funds aimed at realizing the clearly 
set goal (in other words, to preserve the stim-
ulating function for regional expenditures, it 
is advisable to further implement the concept 
of a block earmarked transfer).

•  At the same time, to reduce the risk of 
replacing a federal transfer by paying off a 
regional government debt, it is worth con-
sidering the measures to reduce the level 
(coefficient) of federal co-financing for the 
constituent entities with a relatively high 
public debt. Despite a sharp decrease in the 
function of federal incentives, the contribu-
tion of the federal transfer factor to total 
regional expenditures in the regions with a 
relatively high debt is still noticeably high-
er than in the regions with relatively small 
public debt. Reducing the debt burden at the 
regional level can be solved more effectively 
through the federal debt policy instruments, 
compared to the measures for allocating in-
tergovernmental transfers (for example, regu-
lating budget loans, compliance with the fed-
eral budget rules for the public debt at the 
regional level).
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acquiring company. The objectives of the study were to develop methods for efficiency evaluation, to conduct a 
general analysis of the M&A market in Russia, to develop recommendations based on the results. The framework 
of the study was the market-based approach to the analysis of transaction efficiency. The authors investigated 
the key indicators: the value of the company EV (Enterprise Value) and the market value of the company MV 
(Market Value). They analyzed three time points for each transaction and the change of the indicators in-between: 
six months before the transaction, at the time of the transaction and six months after the transaction. The data 
obtained allowed for calculating the growth rates of stock prices, the values of the companies and the average 
values for the market. Based on the study results, the authors concluded that the M&A market has a weak effect on 
the Russian economy as a whole, but at the same time there is a decreasing effect for shareholders. The majority 
of M&A transactions aim to expand corporate finance, to increase the company’s capitalization, and to maximize 
business value. The results are of use to predict the further dynamics of the company’s value, a key indicator for 
portfolio and institutional investors, as well as to analyze the efficiency of acquisitions followed by evaluation of 
investment attractiveness of the company.
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INTRODUCTION
Globalization of economic relations, sig-
nificant changes in regulating financial and 
economic activities of companies and digi-
tal forms of cross-border capital flows create 
new opportunities for free financing of inter-
national mergers and acquisitions. The global 
economic space provokes companies to trans-
form dynamically by quickly modifying eco-
nomic processes and activating the processes 
of cooperation in the capital market. Here, 
business reorganization is one of the effective 
tools to survive. It has many various forms: 
from reengineering of internal processes to 
modernization, technical re-equipment and 

company restructuring. In Russia, reorganiza-
tion of a company is usually a merger where 
a new legal entity arises based on previous 
companies-participants [1].

The Russian legislation defines five forms 
of business reorganization: merger, accession, 
transformation, division and spin-off. Inter-
nationally, reorganization is understood as 
mergers and acquisitions. The overseas term 

“merger” focuses on emerging a new company, 
and Russian “merger” is a “termination of one 
or more companies” [2].

Merger and Acquisition (hereinafter —  
M&A) is a radical but effective way to increase 
the value of an acquiring company. It gained 
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ground in the 1990s. M&A transactions play 
a dual role in corporate finance. On the one 
hand, it is an effective way to increase the 
enterprise value, and on the other, it displays 
unfair competition. According to Chinese col-
leagues, the success or failure of an M&A de-
pends on whether both parties in the transac-
tion have a consistent understanding of the 
quality and risks of the assets being merged, 
which is specifically manifested in the ability 
of both parties to reach a consensus in terms 
of valuable consideration and payment guar-
antee [3].

The M&A market in Russia is not well stud-
ied, and it is very difficult to determine its 
role for the national economy, since most of 
the transactions are tender offers. These are 
merger transactions, characterized by special 
hostility and direct intention to take over an-
other’s business [4]. It is important to under-
stand what effect the acquiring company and 
its shareholders will receive from this trans-
action.

Devoted to the analysis of the reasons for 
expanding a business, the need to diversify 
a business and the problems of entering new 
markets, the fundamental work by Patrick 
Gaughan “Mergers, Acquisitions and Corpo-
rate Restructurings” puts a special emphasis 
on achieving a synergistic effect from com-
plete M&As and various types of operating 
and financial synergies [5].

Post-announcement market prices reflect 
beliefs about both merged and standalone 
firm values, and the likelihood of either out-
come. Acknowledged expert Paul Borochin 
writes: “Stock prices alone do not contain 
sufficient information to identify these latent 
beliefs.” By adding exchange-traded stock op-
tion data, he delivers a clear decomposition of 
observed value change into two parts: 1) value 
creation and 2) new information about stan-
dalone value. Previous research has struggled 
to disentangle the two. This decomposition 
provides a strong and practical measure of the 
market’s expectations about value creation in 
a merger [6].

The key parameter of business perfor-
mance is a constant increase in its stock val-
ue. Therefore, the questions arise: what ef-
fect does the tender offer have on the stock 
value? do tender transactions attract poten-
tial investors? is investing appropriate at this 
point? how does the total market value of the 
company change after transactions?

The relevance of this work is confirmed by 
the need to consider the M&A market char-
acteristics in Russia based on statistical data, 
which will allow for a more detailed study of 
this problem.

DEVElOPMENT  
OF RESEARCH METHODS

M&As are the mechanisms to form alliances 
and new companies influenced by competi-
tion and changes in macroeconomic condi-
tions. M&As should be considered as an op-
portunity for strategic development of the 
company’s business. While developed coun-
tries are used to M&A transactions, the Rus-
sian M&A market has such initiated the prac-
tice [7]. It is not surprising: in Russia, M&A 
processes started in the mid-90s of the last 
century [1, p. 122]. The M&A market in Rus-
sia is relatively young and developing. How-
ever, during this time, many efficient and 
inefficient transactions took place. Efficient 
transactions are the transactions that showed 
a positive synergistic effect or increased the 
company’s value in the market, which turned 
out to be beneficial for the owners. There are 
two basic approaches to determine the effi-
ciency of M&A transactions. In the first ap-
proach the efficiency evaluation of the of 
M&A transactions is based on the analysis of 
stock value and return on equity. In this case, 
ROE is calculated separately for the share-
holders of the merged company and for the 
shareholders of the acquiring company. In re-
ality, the acquiring company, as a rule, may 
end up with both a positive and a negative re-
sult. The second approach is the analysis of 
financial indicators calculated based on the 
published official financial statements of the 
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company before and after the M&A transac-
tion. This study used the first approach and 
evaluated the efficiency of M&A transactions 
from the perspective of increasing the value 
of the company’s equity. Evaluating economic 
benefits from a transaction is very important 
to determine the M&As relevance. Economic 
benefits may result in economies of scale, ver-
tical integration, increased efficiency, better 
use of tax considerations, a combination of 
complementary resources, etc. [8].

In Russia, M&A transactions are charac-
terized by significant government participa-
tion in creating new corporations in the oil 
and gas and financial sectors of the economy. 
An important aspect of the activities of in-
ternational financial and production corpo-
rations, states, transnational corporations 
and private investors is a reliable efficiency 
evaluation of reorganization transactions 
and market development monitoring. There 
are three basic approaches to evaluate effi-
ciency of transactions [9]: accounting, market 
and the combined one. The authors used the 
market approach, which involves analyzing 
quotes for a certain period before and after 
the transaction, as well as analyzing changes 
in the EV (Enterprise Value) and MV (Market 
Value) indicators during and after the transac-
tion. Since the data for the evaluation by the 
accounting method is not available and the 
publication frequency of accounting reports 
is low, the market approach is the most ap-
propriate.

It is generally accepted that stock value 1 
changes immediately after the transaction 
is announced and considers all investment 
decisions of market participants regarding a 
particular security in a short term. However, 
we should note that all investment decisions 
have already been made by the time of the 

1 There is a difference between a stock value and a stock price. 
Value and price are two different categories. Analysts form the 
stock price on the stock market. This is a certain value, based 
on which stocks are traded in the short term. In the long run, 
the stock value is important for investors. They should correct-
ly determine the stock value, which will affect their decision 
to buy or sell.

transaction, and the stocks do not show any 
obvious movement. Time alone is not enough 
to obtain a synergistic effect. According to the 
synergetic theory, M&A transactions trans-
form companies into a new business with a 
number of advantages, whose effect exceeds 
the total of companies’ capabilities. Moreover, 
the merger leads to an increase in the value of 
the business, and the acquiring company acts 
to gain the welfare of the owners [10].

The financial and policy implications of 
M&A are varied. From an investor’s perspec-
tive, the long-term adjusted gain from M&A 
depends not only on the immediate growth of 
wealth, but also the fact that such a growth 
would accompany reduced rate of volatility 
persistence [12]. Since the current stock price 
considers the expectations of investors re-
garding further price movements [12], it can 
be assumed that in an efficient market, stock 
prices take into account all possible expec-
tations from a synergistic effect in the fu-
ture [13]. We investigated the moment of the 
transaction, when the key changes are taking 
place in the target company. The strategic de-
velopment of the business and its investment 
attractiveness will depend on how the merger 
will go.

The transaction effect is not immediate, so 
we observed it over a six month-period. Dur-
ing this period, the insider information is 
completely distributed, and all investment 
decisions regarding further price movements 
are made.

Donald DePamphilis claims that the stock 
price of the acquiring company for a certain 
period before the transaction declines, and 
the target company’s stock price increases. 
We tested this statement for Russia and made 
conclusions about the similarity of the do-
mestic and foreign markets. We did the meas-
urements six months before the transaction 
and analyzed the data obtained.

For the study, we identified 15,643 M&A 
transactions, of which 6979 were selected with a 
change in the ownership of the target company 
(a transaction with a majority stake). Then, we 
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selected the companies that completed more 
than 5 M&A transactions during the study pe-
riod. We also picked 72 companies that met 
the selection criteria. The analysis of quotes 
required that the research units were listed 
on the stock exchange and were functioning at 
that moment. Therefore, we did a re-sampling 
and selected 30 companies. We took all data on 
transactions and companies from Bloomberg 2 
and EMIS 3 information databases.

ANAlYSIS OF M&A  
MARKET IN RUSSIA

E. A. Fedorova, P. I. Rybalkin, N. R. Mikhe-
lashvili evaluated the efficiency of transac-
tions in the Russian market and the stability 
of the company after the transaction [14]. In 
the work “New financial technologies change 
our world”, the authors substantiate the need 
to study M&A banking transactions [15]. The 
authors draw attention to factors that influ-
enced the volume of the M&A market and the 
main trends in its development [16]. At the 
same time, stock evaluation as the main indi-
cator of business performance remains aloof.

Various foreign studies prove the impact 
of M&A transactions on the company value 
[17–21]. In particular, the authors examined 
the impact of the transactions on shareholder 
capital and the abnormal return on their im-
plementation. They evaluated the impact on 
the type of transaction: friendly or hostile 
[22]. The results of the study showed a return 
of about 20% for shareholders in the case of 
friendly acquisitions.

According to Thomson Reuters, in 2016, 
the announced M&A transactions volumes 
involving Russian assets amounted to 39.2 
billion US dollars. According to AK&M agency, 
in 2016, the market size amounted to 41.76 
billion US dollars [23]. According to the De-
loitte annual research, the Russian M&A mar-
ket almost doubled in the first half of 2019 
compared to the same period in 2018 —  up 

2 Access obtained in the laboratory of the Financial University.
3 Analytical agency. Access obtained in the laboratory of the 
Financial University.

to 33.8 billion US dollars [24], i. e. it declined 
compared to 2016. In 2019, the number of 
transactions slightly increased and amounted 
to 169 (in the first half of 2018, there were153 
transactions). Nobody has yet conducted a 
major study of the Russian market. This is 
most likely because it has been functioning 
not so long ago. Yet, the volume of transac-
tions conducted in Russia is sufficient for a 
statistical study.

Along the analysis, it turned out that not 
all companies were listed on the stock ex-
change when the transactions took place; 
therefore, some companies were withdrawn 
from the sample, and we used the larg-
est transactions for the analysis. As a re-
sult, we selected 50 transactions to analyze 
price changes and 40 transactions to analyze 
changes in enterprise value.

From 2000 to 2018, over 16 thousand trans-
actions with a total amount of $ 603.66 bil-
lion took place, of which we identified 6916 
transactions of a tender nature. Fig.1 and 2 
show the dynamics of the volumes of tender 
transactions and their total value, considering 
inflation. Here, we should note two large M&A 
waves in 2008 and 2011. Now, the market is 
in a recession, and the growth in transaction 
volume is unlikely.

It is also worth noting that large purchases 
were made at the peak of stock market growth, 
a year before the crisis. This is due to the need 
for company development. At the same time, 
companies often overpaid at such moments. 
For example, in 2011 the EV/EBITDA multi-
plier (the ratio of Enterprise Value to Earnings 
before interest, taxes, depreciation and amor-
tization) was 51.26 times, which indicates an 
overvaluation of the market.

A large transaction volume does not always 
involve large investments to buy a company. 
The largest investments into the M&A market 
were in 2007 and 2012. First of all, these data 
are due to mega transactions (over 10 billion 
US dollars) in the market.

The analytical information agency EMIS pro-
vides data on the average indicator “Enterprise 
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Value / Sales” and “Enterprise Value / EBITDA” 
over the past 19 years. These indicators show 
how much the buyer overvalued the transaction. 
On average, business value was estimated at 59 
revenue indicators of the target company and 
12.57 EBITDA indicators represented in Fig. 3.

Thus, we can conclude about the high value 
of target companies in relation to the income 
that they generate. This can be caused either 

by a high revaluation of target companies by 
investors, or by overconfidence in the future 
profitability of a business.

There are large players in the studied mar-
ket, as elsewhere. Based on the sample re-
ceived, we identified ten largest companies by 
the number of transactions, and diversified 
the acquiring companies by industry (see Ta-
ble 1).
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Fig. 1. Dynamics of the volume of M&A transactions in the Russian Federation for 2000–2019
Source: compiled by the authors based on data from the analytical agency EMIS.

Fig. 2. Dynamics of M&A transactions adjusted for dollar inflation in Russia in 2000–2018
Source: compiled by the authors based on data from the analytical agency EMIS.
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Fig. 3. Dynamics of the average EV / EbITDA value for M&A transactions in Russia in 2012–2019
Source: compiled by the authors based on data from the analytical agency EMIS.
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Table 1
Ten largest companies in Russia by the number of transactions in 2000–2019

no. Company Number of transactions

1 Mobile telesystems (MTS) 40

2 Rosneft 37

3 Sberbank 23

4 AFK Sistema 21

5 Lukoil 19

6 Mechel 19

7 Severstal 19

8 X5 Retail Group 19

9 Gazprom 17

10 VTB Bank 17

Source: compiled by the authors based on data from the analytical agency EMIS.
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The largest number of transactions was 
carried out by MTS, which is a special case for 
the Russian economy. Most transactions took 
place in the manufacturing sector. The energy 
sector leads by the investments in transac-
tions, with PAO “Rosneft” leading in this sec-
tor. It conducted 37 transactions; the largest 
is worth $ 27,730.00 million.

The industry differentiation of transactions 
allows us to conclude about the most frequent 

sectors for the M&A market, as well as the dis-
tribution of investments by these sectors. Fig. 4 
and 5 show the shares of the number and vol-
ume of investments in M&A tender transactions 
by industry based on the selected sample of 
companies. The data indicate only transactions 
conducted by public companies, and do not con-
sider transactions by state and private non-pub-
lic firms, therefore, the findings represent only 
the public sector of the economy.
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Fig. 4. Share of M&A transactions by sectors in the Russian Federation in 2000–2019
Source: compiled by the authors based on sample observation.

Fig. 5. Cost of M&A transactions by sectors in the Russian Federation in 2000–2019
Source: compiled by the authors based on sample observation.
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RESEARCH RESUlTS
After the market research, we analyzed the 
overall performance of transactions based on 
price dynamics and changes in enterprise val-
ue (see Table 2).

The study revealed the following results:
•  on average, stock prices of companies de-

cline by 3.2% for 6 months before the trans-
action. Stocks of companies also decline 6 
months after the transaction by 2.95%;

•  58% of transactions showed negative dy-
namics of price changes 6 months before the 
transaction. At the same time, 52% of transac-
tions showed positive dynamics in prices;

•  the enterprise value increases by an av-
erage of 5.23% 6 months before the transac-
tion. After the transaction, it also grows by an 
average of 2.27%;

•  the market value of stocks increases by 
5.19% 6 months before the transaction. 6 

Table 2
Results of the study of market prices, EV and MV 6 months before and 6 months after the transaction

Indicator before the transaction After the transaction

Stock Price Research

Average stock price change –3.20% –2.95%

Negative changes 29 24

Positive changes 21 26

Enterprise Value Research (EV)

Average change in EV 5.13% 2.27%

Negative changes 18 19

Positive changes 22 21

Company Market Value Research (MV)

Average change in MV 5.19% 0.14%

Negative changes 18 16

Positive changes 22 24

Source: compiled by the authors.
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months after the transaction, the market val-
ue grows by an average of 0.14%;

•  in 55% of cases, the enterprise value 
grows 6 months before the transaction and in 
52% of cases it increases 6 months after the 
transaction.

It is important that the data on the market 
value (MV) showed a positive dynamics when 
stock prices were declining. First of all, this is 
due to the fact that the MV indicator consists 
of two components: the market value of equity 
and debt. Therefore, the rate of change of the 
MV indicator and stock prices do not match.

CONClUSIONS
The research results allow for the following 
conclusions.

The M&A market in Russia is still devel-
oping and has already experienced two major 
waves of acquisitions. They result in a slow-
down of the market value of the company af-
ter the transaction, as well as the EM indica-
tor. This may be due to low-quality transac-
tions or goals that selected for the acquisition.

Before the transaction, the company value 
grows at fast rate. It is likely due to gener-
ating additional funds to purchase another 
company, since in Russia LBO 4 is not wide-
spread.

Despite the steady development of the 
M&A market in Russia over the past decades, 
we can hardly call it established. The 2008 cri-
sis and the political transformations of 2014 
led to certain shocks and made significant 
adjustments to its development. Based on 
the research results, as well as other studies 
on investments and capital markets in Rus-

4 LBO, Leveraged Buy-Out, is a type of activity of the private 
investment sector companies, in which the company is pur-
chased at the expense of borrowed funds.

sia 5, we can assume that the market is not yet 
ready to increase transactions due to the cur-
rent economic situation. State transforma-
tions in the tax segment, changes in inflation 
and a decrease in FDI (foreign direct invest-
ment) in the Russian economy reduce the 
likelihood of an increase in transactions in 
2019–2020. The volume may fall to the level 
of 290–300 transactions.

In addition, the study results provide a 
brief description of the Russian M&A market. 
Thus, the market is characterized by:

•  high level of overpayment for target 
companies;

•  a decrease in the volume of transactions 
over the last 7 years, as well as a decrease in 
the total investment in transactions;

•  an increase in the value of companies 
before the transaction and at the same time 
a decrease in the stock price of these compa-
nies;

•  low efficiency of transactions from the 
point of view of shareholders.

This study has revealed issues and problems 
that may be considered in the future. In particu-
lar, it identified the reasons for the decrease in 
the growth rate of companies after the trans-
action compared to the growth rate before the 
transaction. The study analyzed opportunities 
for the market development and what additional 
benefits these efforts can bring to the economy; 
it compared the Russian market and the M&A 
market of developed and developing countries, 
including features, trends, key differences and 
many other things.

5 Overview of the M&A market in Russia. KPMG Investment 
and Capital Markets Research in Russia and the CIS. M&A 
market in Russia in 2018, KPMG. 2019. URL: https://assets.
kpmg/content/dam/kpmg/ru/pdf/2019/02/ru-ru-ma-survey-
feb-2018.pdf (accessed on 15.09.2019).
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INTRODUCTION
By this article, we did not intend to contribute 
to the theory of cycles and/or crises, as well as 
to their predicting method. We aim to solve an 
applied problem: to describe the key propos-
als to construct crisis predictors and evaluate 
(based on retrospective data) their predictive 
power. Moreover, an attempt to follow in line 
with any group of theories of the cycle or crisis 
involves the adoption of one or another thesis 
of these theories, in particular, regarding the 
explanation of the causes of crises (here, the 
theories are completely different [1, pp. 6–42]). 
Such an approach seems unproductive when 
finding best indicators to predict the onset of a 
crisis, regardless of its causes. Strictly speaking, 
even the attempt to construct a crisis predictor 
contradicts many theoretical provisions that 
make it impossible to predict a crisis.

The thesis about the fundamental impossi-
bility to predict a crisis has a rationale based 
on a description of specifics of a crisis as a so-
cial and economic development phenomenon. 

“A crisis cannot be predicted: it simply ceases 
to be a crisis if everyone expects it to happen 
tomorrow” [1, p. 6].

Researchers offer various interpretations 
why the signs of an impending crisis are not 
recognised. According to Reinhart and Ro-
goff, investors suffer from “this time is dif-
ferent” syndrome, failing to see crises com-
ing because they do not recognize similarities 
among the different pre-crisis bubbles. As a 
result, every crisis surprises investors [2]. The 
assumption that investors do not see the dif-
ference between the low probability of causes 
of a crisis being realized and the zero prob-
ability of such a realization became the base 
for the psychological theory of neglecting risk 
and financial crises proposed by Nicola Gen-
naioli, Andrei Shleifer and Robert Vishny [3]. 
Andrei Shleifer also pointed out that at each 
new stage of development, new (newly emerg-
ing) risks significantly differ from those pre-
viously observed [4].

As seen from the examples above, research-
ers with almost opposite views on the reasons 

for not recognizing the signs of an impending 
crisis (some believe that there is a similarity 
among different crises, but investors do not 
recognize it; others believe that new crises 
bear fundamentally different risks), believe 
that crisis is impossible to forecast.

Nevertheless, it is possible to measure the 
likelihood of changes that could lead to a cri-
sis. Observing the formation of causes of a 
crisis, accumulated in various irrationalities, 
helps assess the changing probability of the 
development of crisis phenomena. Despite 
the existing theoretical consensus about the 
impossibility to forecast crises, some central 
banks and many financial institutions facing 
the practical need to have crisis forecasting 
tools are actively working on developing crisis 
predictors.

The interweaving of financial and eco-
nomic crises, typical of the 2007–2009 crisis 
and, apparently, for future crises, as well as 
the fact that in these new types of crises a fi-
nancial crisis is followed by an economic one, 
enhance the relevance of the classification of 
types of financial crises.

There are many options to classify types 
of financial crises. Right after the 1997–1998 
crisis, The International Monetary Fund 
(IMF) proposed the most comprehensive and 
detailed classification: financial crises fall 
into currency crises, banking crises, system-
ic financial crises, and external debt crises 1. 
V. A. Tsvetkov groups financial crises into 
monetary (banking), currency and exchange 
[5, p. 338–347]. M. Dabrowski highlights 
banking, public debt and balance-of-pay-
ments crises [6].

The classification should obviously corre-
spond to the aim of the work. Therefore, we 
use the classification of financial crises de-
pending on the sector of the financial market 
where crisis phenomena first appeared. This 
classification makes it possible to identify the 
groups of the most effective crisis predictors 

1 World economic outlook. Washington: International Mon-
etary Fund, 1998. URL: http://www.imf.org/external/pubs/ft/
weo/weo0598/pdf/0598ch4.pdf (accessed on 17.02.2020).

FINANCIAl MONITORING



89financetp.fa.ru

for each type of financial crisis. In this con-
text, three types of financial crises should be 
distinguished:

•  the crisis begins on the stock market, and 
its immediate causes are most often viola-
tions of investor rights or corporate govern-
ance inefficiencies;

•  the crisis begins in the debt market (debt 
crisis), its causes are most often defaulted by 
sovereign or corporate borrowers; 2

•  the crisis begins in the foreign exchange 
market (currency crisis), its causes are a sharp 
depreciation of a currency or a group of inter-
dependent currencies.

This classification has helped us link various 
crisis predictors to the type of financial crisis 
related to which it can be most effective. As-
sessing accumulated risks in various segments 
of the financial sector, it allows targeted moni-
toring of crisis predictors.

THE SUMMARY OF SUGGESTED 
REASONS FOR THE FAIlURE 

OF PREVIOUS GENERATION OF CRISIS 
PREDICTORS

After the development of the 2007–2009 crisis, 
it became clear that the previously suggested 
indicators aimed at predicting the crisis (cri-
sis predictors) did not live up to expectations; 
a lot of literature appeared on the analysis of 
the causes of their failure. Among these works, 
two should be especially highlighted. Work [7] 
provides an analysis and mathematical mod-
eling of the causes of errors in IMF forecasts. 
In [8], the authors analyze an analysis of the 
evolution of theories and models used to pre-
dict recessions. Both works were prepared by 
the IMF staff, which indicates that this or-
ganization is actively analyzing the causes of 
failure of its own crisis prediction models.

There are also domestic works in Russian 
on crisis predictors and forecasting problems. 
M. A. Shchepeleva studied global models of 
analysis of financial contagion [9]. The au-

2 In this classification, banking crises, which often stand out as 
a separate type of financial crisis (see, for example, [5, p. 338]), 
fall into the category of debt crises.

thor classified the crisis distribution chan-
nels among countries, with particular atten-
tion to the mechanisms for transmitting risks 
through financial markets. For the first time 
in Russian-language literature, this work 
briefly described several crisis predictors, in-
cluding financial condition indexes, the larg-
est family of crisis predictors by now.

Crisis forecasts have two typical types of er-
rors: type 1 error —  a recession happened but 
was not forecast; and type 2 error —  a recession 
did not happen but was falsely forecasted.

Work [8] carried out a panel analysis of 
recession cases. The results of this analysis 
show that 148 of 153 recessions were missed 
by IMF analysts a year before the recession. 
This indicator declines over time; but even in 
the year when the recession started, 35 reces-
sions were missed. Moreover, forecasts are re-
vised in more than 80% of cases of recession.

Until  2007, the IMF’s methodological 
toolkit on the Early Warning Exercise (EWE) 
was considered the most advanced predictive 
mechanism aimed at warning of financial and 
economic crises 3. However, the 2007–2009 
crisis revealed many of its weaknesses, in-
cluding:

•  impossible to predict the timing of cri-
ses;

•  the results are not available to the gen-
eral public and, accordingly, are subjective in 
their interpretation;

•  permanent revision of the methodology 
[10].

In our opinion, the importance of EWE as a 
crisis predictor was significantly discounted:

•  the duration of the analysis (3 months) 
and a six-month cycle in the presentation of 
the results;

•  a large number of models within the EWE 
(about 30 models, grouped in sections, but not 
interconnected) that gave conflicting signals 
that were not summarized in integral indica-
tors.

3 The IMF-FSB Early Warning Exercise. Design and Methodo-
logical Toolkit. IMF; 2010.
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The natural response to the failure of an 
entire generation of crisis predictors was the 
intensive construction of new predictors, at-
tempting to consider the revealed weaknesses 
of the previous predictors.

“NEW” CRISIS PREDICTORS
General patterns of designing and using a new 

generation of crisis predictors
The most important feature of using crisis 
predictors after 2008 is the reorientation to 
integrated indicators based on a large number 
of primary indicators. This, of course, increas-
es the probability of crisis prediction (even if 
only mathematically). Another feature is the 
kick start of designing indicators that meas-
ure investor sentiment online based on mod-
ern communication tools. These tools allow 
conducting numerous surveys of a wide range 
of investors; the results can be presented to 
the public as quick as possible.

The world and Russian economic literature 
offers many indicators promoted as leading 
indicators of economic transition from sta-
tionary development to turbulence. In this 
article, we kept to the most debated crisis 
predictors based on information generated 
in financial markets. This very information is 
most often used to form forecast indicators, 
including crisis predictors, since financial 
markets perform their prognostic function.

Based on information from financial mar-
kets, the crisis predictors seem to most focus 
on analysing crisis symptoms, which deter-
mines their value. Symptoms of the crisis are 
visible (captured by available indicators) evi-
dence of hidden processes, predetermined by 
the causes of the crisis. They may not be asso-
ciated with triggers that open the way to the 
crisis, but they reflect, directly or indirectly, 
the accumulated (due to the fundamental 
causes of the crisis) imbalances. This is why 
numerous forecasting mechanisms used by 
investment bank analysts most often analyze 
the symptoms of the crisis.

At the same time, these crisis predictors 
have a natural weakness, which is in focus-

ing on financial shocks. Given that the recent 
global crises can be more characterized not as 
purely economic, but financial and economic, 
this weakness is becoming less significant. In 
conditions of financialization of the economy, 
the most severe shocks of the economic sys-
tem do not form in goods and services mar-
kets, but in capital flows and financial asset 
markets. Therefore, it becomes more likely 
that economic crises do not occur outside fi-
nancial crises, taking on the nature of finan-
cial and economic crises.

In this article, we focused on analyzing a 
limited number of crisis predictors based on 
financial market indicators:

•  financial condition indexes (FCIs);
•  VIX (the so-called “fear index”);
•  yield spreads between US treasury bonds 

of varying maturities;
•  investor sentiment indexes and risk pre-

mium indicators;
•  CAPE (Schiller coefficient).
The choice of these crisis predictors is de-

termined by the following factors:
•  these indicators are widely discussed 

in the economic expert community after the 
2007–2009 crisis, which suggests that they are 
considered by many experts and politicians as 
indicators that should be paid special atten-
tion when developing government policies 
considering the need to prevent or stop crises;

•  most of these indicators have the neces-
sary fundamental justification, which allows 
reckon on obtaining results that go beyond 
the analysis of crisis predictors, but appeal to 
a wider range of issues in economic theory;

•  these indicators have certain positive re-
sults of testing on the data of previous finan-
cial and economic crises;

•  this set of indicators can be the basis for 
the formation of integrated crisis manage-
ment systems used in the operational man-
agement of the national economy.

Financial conditions indexes (FCIs)
A financial conditions index (FCI) summariz-
es the information about the future economic 
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situation contained in these current financial 
variables 4. Ideally, a FCI should measure fi-
nancial shocks —  exogenous shifts in financial 
conditions that influence or otherwise predict 
future economic activity [11]. Many of these 
indicators are developed by investment banks, 
US Federal Reserve Banks, international fi-
nancial organizations and research centers 
in relation to individual countries. The most 
known predictors of this family, calculated 
since the early 1990s, are:

1) the Bloomberg Financial Conditions In-
dex is an equally weighted sum of three major 
sub-indexes: money market indicators, bond 
market indicators, and equity market indica-
tors. Each major sub-index is then made up 
of a series of underlying indicators, which re-
ceive an equal weight in that sub-index (10 
variables in total);

2) the Goldman Sachs Financial Condi-
tions Index is a weighted sum 5 of a short-term 
bond yield, a long-term corporate yield, the 
exchange rate, and a stock market variable;

3) the Federal Reserve Bank of Kansas City 
Financial Stress Index consists of 11 financial 
indicators that can be divided into two cate-
gories: yield spreads and asset price behavior;

4) the OECD Financial Conditions Index 
is a weighted sum of six financial variables, 
where the variables are weighted according to 
their effects on GDP over the next four to six 
quarters. Weights are assigned to indicators 
depending on the regression coefficients in 
the model, whose dependent variable is the 
dynamics of GDP.

Table 1 presents the key features of the 
most frequently used FCIs, including those 
listed above.

FCIs are a large family of crisis predictors, 
united by common approaches to the design. 
Creating these indexes aims to overcome the 

4 A number of indexes related to this family of indicators are 
called financial stress indexes.
5 The Federal Reserve Board‘s macroeconomic model (the FRB/
US model) is used to determine the weights (general equilibri-
um model of the U.S. economy that has been in use at the Fed-
eral Reserve Board since 1996).

limited predictive capabilities of individual 
indicators previously used as crisis predictors. 
They have better predictive power than the 
individual indicators of the situation of finan-
cial markets included in their composition. At 
least some of the FCIs listed above predicted, 
to various levels of accuracy, one or more pre-
vious economic crises (recessions as defined 
by the US Bureau of Economic Research).

This technology of forming crisis forecast-
ing tools attracted attention of users after it 
identified the failure of crisis predictors de-
veloped by the IMF and other international 
financial organizations before the 2007–2009 
crisis. Instead of searching for individual new 
predictors of the crisis, “miraculously” ca-
pable of predicting a new crisis, it uses the 

“portfolio” technology to search for pre-crisis 
signals. Used when calculating FCI, the indi-
cators of the situation of the financial sector 
are selected based on theoretically correct 
considerations. The FCI calculation includes 
the financial variables that are the channels 
of capital transfer.

The increased attention to FCIs provoked 
an intensive process of constructing new FCIs 
mainly for those countries where these tools 
were not previously calculated. Work [12] at-
tempted to predict the Norwegian GDP using 
a FCI. Work [13] showed that FCIs can predict 
inflation based on Singapore data. In work 
[14], the IMF staff constructed the FCI for 
South Africa. In work [15], in 2013, the Asian 
Development Bank constructed an FCI for 
five Asian countries. In work [16], an FCI was 
constructed for China; it included the inter-
est rate, exchange rate, stock market quotes 
and housing prices. The index was construct-
ed based on the principal component method 
and the dynamic factor method.

There is a significant correlation between 
the indexes considered in Table 1. It is quite 
logical, since they intersect in the composi-
tion of indicators used in the calculation. The 
Kansas City Financial Stress Index (KCFSI) 
and the Chicago FED (CNFCI) are most corre-
lated because they contain the same variables 
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 Table 1
Key features of the most famous FCI

Organization 
calculating FCI Public access Calculation 

frequency
Start of FCI 
calculation

Calculation 
methodology

Composition 
(indicators used)

Bloomberg (BFCI) No Day 1991
An equally weighted 

sum with equal 
weights

10 variables of money, debt 
and stock markets

Chicago FED 
(CNFCI)

Yes Week 1971
Principal component 

method
105 variables of money, 
debt and stock markets

IMF No Month 1990
Dynamic factor 

method

16 variables, including 
interest rate, spreads, 

credit growth, stock market 
returns, exchange rate and 

VIX

Kansas City 
Financial Stress 
Index (KCFSI)

Yes Week 1990
Principal component 

method

11 variables, including 
interest rate, yield spread, 

exchange rate and inflation 
variables

OECD No Quarter 1995

Weighted average 
with weights based 
on the effect of the 

variable on GDP

6 variables, including short-
term rate, high-yield bond 
spread, lending standards, 
real exchange rate, stock 

market capitalization

Goldman Sachs 
(GS or GSFCI)

No Day 1995

Weighted average 
based on the effect 
of the variable on 
GDP (with lag –1)

5 variables: the FRB rate, 
10-year bond yield, spread 
between BBB rating bond 

yield and the FRB rate, S&P 
500 index and TWI effective 

exchange rate index

The St. Louis Fed 
Financial Stress 
Index (STLFSI)

Yes Week 1993
Principal component 

method

18 variables, including 7 
interest rate indicators, 6 
yield spreads and 5 other 
indicators (VIX, S&P 500, 

bond market indexes)

Source: compiled by the authors.
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and are calculated by the same method —  the 
principal component method. All indicators 
correlate with VIX (but it should be borne in 
mind that the STLFSI, KCFSI, CNFCI and BFCI 
indexes include VIX in the composition of the 
indicators used).

Including VIX in the financial condition in-
dexes seems entirely justified. Obviously, VIX 
has certain predictive capabilities, but it is 
quite difficult to use through formalized pro-
cedures. When this indicator is included in a 
wider list of crisis predictors, it becomes pos-
sible (due to the confirmation of the signals 
of this indicator by other indicators) to use 
simple logical constructions such as “if X > a, 
then …”.

VIX as an independent crisis predictor
The very name of “fear indexes” reflects the 
desire to identify signs of panic within the 
financial market environment. They are cal-
culated based on the results of trading op-
tions on stock indices. VIX stands out among 
such “fear indexes”. Since 1993, it has been 
calculated based on an analysis of put and call 
options on the S&P 500 stock index with dif-
ferent (from more than 23 days to less than 
37 days to fulfillment) expiration (execution) 
periods traded on the Chicago Board Options 
Exchange (CBOE) and out-of-the-money, i. e. 
having zero “intrinsic value” [17, p. 276].

VIX has long been regarded as one of the 
most reliable market predictors in financial 
markets. How much can this indicator be an 
independent strong crisis predictor, without 
considering its use in calculating wide inte-
grated crisis predictors? We think to answer 
this question it is important to consider the 
results in work [18]. Based on the Markov 
switching model, it investigated the role of 
US macroeconomic variables as leading indi-
cators of regime shifts in the VIX index us-
ing a regime-switching approach. The authors 
found that there are three distinct regimes in 
the VIX index during the 1990 to 2010 period:

1) tranquil regime with low volatility;
2) turmoil regime with high volatility;

3) crisis regime with extremely high vola-
tility.

The three modes have quantitative descrip-
tions, including the probabilities of switching 
from one regime to another. According to the 
authors, the probability of the regime shift from 
the tranquil to the turmoil regime is signifi-
cantly predicted by interest rate spreads. Lower 
term spreads indicate a high probability of the 
VIX index shift from the tranquil to the turmoil 
regime. The FRB rate indicator also has a sta-
tistically significant coefficient of shift from 
the tranquil to the turmoil regime.

Yield spreads between 
US treasury bonds  

of varying maturities
Yield spreads between US treasury bonds 

of varying maturities are currently the most 
popular and most debated crisis predictor in 
the wider investment community. In recent 
decades, the disappearance of the spread 
(or even its value turning negative) always oc-
curs before crises (usually, it happens 12–18 
months before a crisis). Therefore, the exist-
ing consensus of analysts regarding the pre-
dictive capability of this spread is plausible. 
For instance, the Federal Reserve Bank of San 
Francisco employees consider it as a reliable 
predictor of recessions. They concluded that 
the difference between ten-year and three-
month Treasury rates is the most useful term 
spread for forecasting recessions [19, p. 3]. 
The less predictive power of the term spread 
is between ten-year and one-year Treasury 
yields, ten-year and two-year Treasury yields, 
as well as between 6-quarter and 3-month 
forward yields [20]. In Russia, in recent years, 
the most widely discussed the spread between 
the ten-year and two-year US Treasury yields 
and between the five-year and two-year US 
Treasury yields. It is stated that the spread 
became negative 15–20 months before a cy-
clical downturn in the US economy [21] 6.

6 The time gap from fixing negative spreads to the onset of a 
recession depends on the length of yield bonds to calculate the 
spreads. In addition, this gap varies for different recessions.
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Being crisis predictors, yield spreads have 
a certain theoretical justification. Initially, 
the theory of term structure of interest rates 
claimed that they were predictors of changes 
(in this case, decrease) in interest rates [22]. 
First the idea of the predictability of the yield 
spread for output dynamics appeared in 1989 
[23], much later than its predictability for 
future interest rates and for inflation. Since 
1991 (when the first work was published [24]), 
numerous studies have also offered empirical 
evidence of the value of the yield spread as a 
predictor of economic growth and economic 
recession.

As for T-bond yield spreads as a crisis pre-
dictor, we find another issue more interest-
ing: how does the activity of the US Federal 
Reserve affect it? We studied the spreads 
between the yields of ten-year and two-year 
US Treasury bonds, as well as the spreads be-
tween the yields of five-year and two-year US 
Treasury bonds. It turned out that the yield 
spread has negative correlation with the tar-
get and effective rates of the US Federal Re-
serve on federal funds. At the same time, the 
correlation is quite significant: the correla-
tion coefficient is –0.86 between the yield 
spread of two-year and five-year bonds and 
the target rate, and it is –0.88 between the 
yield spread of two-year and ten-year bonds 
and the target rate. The correlation coeffi-
cients with the effective rate are, respective-
ly, —0.85 and –0.88 [25].

The obtained results make raise a “blas-
phemous” question about the predictability of 
the US Federal Reserve rate. Indeed, if there is 
a high correlation between yield spreads rec-
ognized as reliable predictors of recessions 
and the US Federal Reserve rate, it is logical 
to conclude that the US Federal Reserve rate 
is also a good predictor of recessions. Given 
that a group of people sets the FRB target rate, 
it provides the hypothesis that any crisis is 
man-made.

However, we believe that there are no “con-
spiracy theories” here: both the FRB, by set-
ting the target rate, and yield spreads respond 

to the same processes in the economy and in 
the financial sector.

Investor sentiment indexes  
and risk premium indicators

Numerous simple indicators measure inves-
tor sentiment in the financial markets 7. They 
have been used in predicting the movements 
of these markets for a long time. All these in-
dicators have a certain predictive power, but 
first, they predict market movements for in-
dividual financial assets (in a best-case sce-
nario —  classes of financial assets). Second, 
they predict only relatively short-term (from 
several minutes to several weeks) market 
fluctuations, which are natural market moves 
within the periods of their stable stationary 
development.

Therefore, more stable investor sentiment 
indicators are required to predict financial 
and economic crises that would forecast only 
long-term market fluctuations. These indi-
cators, in our opinion, include risk premium 
indicators. As an indicator of the risk premi-
um, the stock market uses the ratio of annual 
earnings per share to its value (the inverse 
of the P/E ratio) minus the risk-free rate. As 
a risk premium in debt (bond) markets, DRP 
(debt risk premium; bond risk premium) is 
usually used, equal to the difference between 
the yield to maturity of the corporate bond 
portfolio and the FRB rate. In Russian litera-
ture, work [26] described these crisis predic-
tors in detail.

In historical series, risk premiums some-
times show very good results as predictors. 
Therefore, in the last 2–3 years, they inten-
sified the study of investor sentiment using 
various indicators of risk premiums, but not 
historical market data, but investor percep-
tions about the current value of risk premi-

7 For example, they include deviations of the futures market 
prices from their fundamental (theoretical prices); the put-call 
ratio; the bid-to-cover ratio; the buyer-to-seller ratio; the ra-
tio between the current market price of a financial asset and 
the moving average of this price (market momentum); the ra-
tio between the stocks at annual price highs and the stocks at 
annual price lows (stock price strength).

FINANCIAl MONITORING



95financetp.fa.ru

ums. To this end, investor surveys determine 
their assessment of the risk premiums used in 
making investment decisions regarding vari-
ous asset classes. According to a global sur-
vey conducted among 1836 investors from 84 
countries (the authors of the review limited 
the analysis to 69 countries, as they consid-
ered only countries with at least 8 answers), a 
group of Spanish scientists prepared a review 
of risk-free rates and market risk premiums 
used in March 2019 [27, р. 11]. Based on the 
data on changes in risk premiums, it will be 
possible to form crisis predictors with high 
predictive power. Introducing telegram chan-
nels into human communication opens up im-
mense possibilities for developing this class 
of indicators.

Another group of tools for assessing in-
vestor sentiment, used as crisis predictors, is 
those analyzing the difference between the 
behavior of qualified and unskilled inves-
tors. Thus, the investment bank Goldman 
Sachs uses as a crisis predictor a comparison 
of net ETF inflows of professional investors 
(Professional Equity ETFs) with net inflows 
to all equity ETFs, including funds for re-
tail investors. In 2018, this indicator turned 
out to be a good predictor of the decline in 
stock markets. Since January 2018, profes-
sional funds recorded an outflow of inves-
tor funds (i. e. professional investors started 
selling stocks) amid continued flow of funds 
to all funds (i. e. retail investors kept buying 
stocks, offsetting the sales of professional 
investors). A few months later, at the end of 
2018, all this ended in a significant drop in 
stock indexes.

Not to challenge the predictive capabilities 
of this indicator, it should, however, be noted 
that it does not predict an economic recession, 
but a decline in stock markets. Bearing in mind 
that the decline in stock markets classically 
precedes the economic collapse, this indicator 
may be used as a predictor of economic reces-
sions. Unfortunately, a more detailed study 
is impossible due to the closed (non-public) 
nature of the predictive power of this indicator.

CAPE (Schiller coefficient)
CAPE (cyclically-adjusted price-to-earnings) 
ratio, or Shiller P/E (Schiller coefficient), the 
ratio of the current capitalization of the stock 
market to the average profit of listed compa-
nies over the past 10 years, adjusted for infla-
tion. The modernization of the well-known 
market P/E ratio is due to the following con-
sideration. In a recession, stock prices fall; 
at the same time, company profits also fall, 
which may temporarily increase the P/E ratio. 
A high value of the P/E indicator indicates that 
stock prices are still high, although in fact this 
is no longer the case, as the cyclical nature of 
the economy will bring future profits back to 
corresponding levels. To avoid this distortion, 
Robert Schiller proposed smoothing out the 
companies’ profit indicator: instead of the 
current annual profit, the average profit for 
the previous 10 years is calculated, adjusted 
for inflation. A high CAPE indicates that the 
stock prices are too high because it does not 
correlate with profit margins, which means 
that the market is overvalued, and there is a 
risk of lower stock prices in the near future.

The time horizon (10 years) over which 
profit is averaged was selected on the as-
sumption that this period includes both high-
profit years (obtained during periods of good 
economic situation) and relatively low-profit 
years (years with poor economic situation).

The Schiller coefficient on retrospective 
data performed well as a predictor for the 
Great Depression and the 2000–2002 crisis, 
as well as in a less explicit form —  for the cri-
ses of 1938, 1946, and 1987. Moreover, before 
the 2007–2009 crisis, it was not possible to 
predict the crisis based on the Schiller coeffi-
cient’s behavior. Thus, the Schiller coefficient 
is predictive only regarding some crises. By 
analyzing the nature of these crises, it can be 
assumed that this indicator is a good predic-
tor of only the crises resulting in “bubbles” in 
the stock market. The crises that arising for 
other (including debt) reasons, to a lesser ex-
tent can be predicted using the Schiller coef-
ficient.
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Robert Schiller calculates CAPE not only for 
the US market, but also for other major national 
or regional stock markets. However, it is pre-
cisely the Schiller coefficient for the USA after 
the 2007–2009 crisis that grows much faster 
than similar ratios in other countries. Robert 
Schiller admits that it is impossible to pin down 
the full cause for such a noticeable separation 
of the United States from other countries. He 
points to this phenomenon as an example of 
a situation that should remind all investors of 
the importance of diversification, and that the 
overall U.S. stock market should not be given 
too much weight in a portfolio. Another feature 
of the behavior of Schiller coefficients after the 
2007–2009 crisis he calls a significant variation 
in their performance across stock markets of 
various countries [28].

ANAlYSIS OF THE “NEW” CRISIS 
PREDICTORS SIGNAllING 

THE lIKElIHOOD OF A CRISIS
Comparing crisis predictors with types  

of financial crises
We analyzed cases of “new” crisis predictors 
signalling the likelihood of a crisis. It turned 
out that different predictors can better pre-
dict different types of crises. Since the crisis 
predictors in question are based on informa-
tion from financial markets, they, as a rule, 
primarily signal financial crises. Above, we 
proposed a classification of financial crises 
based on what segment of the financial sec-
tor such crises began. We seem to have estab-
lished a certain connection between the type 
of a financial crisis and crisis predictors that 
catch impending crises better than others do.

When the financial crisis triggered an eco-
nomic recession, the recessions were usually 
characterized by the complex nature of the 
financial crisis accompanying the recession. 
With a decline in production, deterioration in 
debt servicing, sharp moves in the exchange 
markets, and sharp fluctuations in stock mar-
kets take place. However, the starting (initial) 
point in each crisis period usually differs from 
the starting points in other crises. In this case, 

by the starting (initial) point of the crisis, we 
understand the events that happen immedi-
ately after the event, which will subsequently 
be described as a trigger for the crisis. Speak-
ing about financial and economic crises, as a 
rule, these events focus on a certain, more or 
less limited part of the financial sector.

Thus, the latest crisis (2008) began in the 
debt market; initially, it was of a debt nature. 
Others, earlier crises, had other launch pads 
and a different initial nature of crisis events.

The 2001–2002 crisis —  “dot-com crisis” —  
began on the stock market. It was immedi-
ately caused by poor corporate governance 
(including disclosure) in a number of corpo-
rations of the “new economy”.

Initially, the 1997–1998 crisis had the na-
ture of a currency crisis. It then developed 
into a currency-debt crisis in emerging mar-
kets (in this case, in 1997, at the very begin-
ning of the crisis period, some countries had 
crisis phenomena in corporate governance ac-
companied by the decline in some emerging 
stock markets).

Table 2 presents the results of our assump-
tions about the comparability of the nature of 
the crisis and the most adequate (corresponding 
to the given nature of the crisis at its initial 
point) crisis predictors.

There seem to be a certain logic in which 
predictors responded better to certain crises. 
Thus, the Schiller coefficient sent stronger 
signals before the 2002 crisis. This may be 
because the starting point of the crisis was 
the events on the stock market, i. e. directly 
affecting the parameters used in the calcula-
tion of this indicator. Indicators of financial 
cycles better signal crises with an element of 
the debt crisis at the starting point, etc.

In this article, we consider the crisis pre-
dictors that have long been discussed by the 
expert community. We also constructed an 
original crisis predictor based on informa-
tion from the American financial and real 
estate markets; using retrospective data, it 
signalled quite well the crises of 1980–1982, 
1990–1991, 2001–2002, and 2008. This predic-

FINANCIAl MONITORING



97financetp.fa.ru

tor is the spread between the real estate price 
index and the thirty-year mortgage rate index 
in the United States, whose various presenta-
tion forms were predicted by all recent crises 
in the United States.

Based on the critical analysis of new indica-
tors proposed as crisis predictors, including the 
assessment of their response to various types 
of financial crises, we made assumptions about 
their possible use as predictors of various types 
of financial crises (Table 3).

Based on the analysis results, among all, 
we picked the most promising indicators from 
their use perspective as crisis predictors:

•  financial conditions indexes;

•  US Treasury bond yield spreads;
•  risk premiums and assessments of inves-

tor sentiment.

General trends in the development  
of a new generation of crisis predictors

The analysis of indicators proposed as new 
crisis predictors also allowed for more general 
considerations.

First, there is a great increase in attention 
paid to integrated indicators, based on a large 
number of primary indicators of the state and 
development of financial markets; each of them 
has a certain predictive power. Another impor-
tant feature is the increased use of indicators 

Table 2
The crisis predictors that most adequately signaled the largest crises of the last 40 years

Crises Global reach

Starting point of crisis

Most effective predictors

Nature of crisis Market segments

1980–
1982

The United States 
and developed 
countries

Corporate 
governance crisis

Stock market DRP; FCI

1991–
1992

The United States 
and developed 
countries

Currency and debt
Exchange and debt 
markets

Separate FCI; yield spreads

1997

Developing countries

Corporate 
governance crisis

Stock market ERP; VIX

1998
Currency crisis 
followed by the debt 
one

Exchange and debt 
markets

Separate FCI; VIX

2001–
2002

The United States
Corporate 
governance crisis

Stock market
Shiller coefficient CAPE; ERP; 
VIX; separate FCI; yield spreads

2008 Global crisis Debt crisis Debt markets Yield spreads; FCI; VIX

Source: compiled by the authors.

Note. Corporate governance crisis; ERP —  equity risk premium; DRP —  debt risk premium; FCI —  financial conditions indexes; yield 

spreads —  yield spreads between US treasury bonds of varying maturities.
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measuring investor sentiment that can consider 
the opinions of investors around the world and 
be presented to the public as soon as possible.

Second, among crisis predictors based on 
indicators of financial markets that are more 
or less successful in predicting crisis phe-
nomena in the economy and/or in financial 
markets, very few have good predictive power 
against debt crises. Considering that many re-
searchers recognize debt nature as the most 
probable one of a future global financial and 
economic crisis (or a local crisis that could 
trigger a global crisis), the existing set of de-
veloped crisis predictors may not be very ef-
fective in predicting the next crisis.

Third, some predictors show a close correla-
tion with the rate of the US Federal Reserve (be-
sides T-bond yield spreads, many risk premium 
indicators also apply to such predictors). In our 

opinion, this is becoming a significant problem 
in the modern financial world: many key param-
eters of the situation of financial markets de-
pend on the decisions of one authority (people 
who may make mistakes) which indicates an ad-
ditional systemic risk factor.

Fourth, some crisis predictors that can be 
used as part of practical work to anticipate 
the crisis are limited in public use. At the 
same time, many of these indicators are very 
successful crisis predictors in the financial 
markets (for example, the above-mentioned 
Goldman Sachs bank indicator).

Fifth, the function of creating crisis predic-
tors passed from the IMF and other interna-
tional financial organizations actively involved 
in this before the 2007–2009 crisis to central 
banks, private financial institutions, and even 
individual researchers.

Table 3
Assessment of the possibility of using the analyzed indicators as crisis predictors

Analyzed indicators

Can be used

a separate indicator, 
or together with 
other predictors

only together with other predictors: for forecasting

any crises debt crises stock market 
crises

Financial conditions indexes + + + +

“Fear index” (VIX) – + + +

T-bond yield spreads – + + +

Risk premiums and assessments of investor 
sentiment

+ – + +

Schiller coefficient – – – +

Source: compiled by the authors.

Note. Any crises are financial crises of any of the three types (currency; debt; in the stock market).
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Table 4
Crisis predictors, taking into account the assessment  

of the prediction time from historical data (previous crises), months

Crisis (year) in the USA

Financial conditions indexes Yield spreads

VIX Prediction 
range

Average 
prediction 

time
KCFSI cnfci STlFSI

between 
2-year 

and 
5-year

between 
2-year 

and 10-
year

1973 N/a 7 N/a N/a N/a N/a 7 7.0

1980 N/a 2 N/a N/a N/a N/a 2 2.0

1981 N/a 3 N/a N/a N/a N/a 3–6 5.0

1990
Not 

predicted
9 N/a 4/3 4/2

Not pre-
dicted

3–9 4.6 / 4.0

2001 15 2 2 12/2 13/2 0.5 2–15 8.1 / 5.1

2008 4 3 3 18/3 22/2 2 2–4 7.9 / 2.9

Prediction range 4–15 2–9 2–3
12–

18/2–3
13–22/2 2 2–15

Average prediction time 9.5 4.3 2.5 15/2.5 17.5/2 1.5 4.2

Source: compiled by the authors.

Note. Financial conditions indexes: KCFSI —  the Kansas City Financial Stress Index; CNFCI —  the Chicago Fed National Financial 

Conditions Index; STLFSI —  the St. Louis Fed Financial Stress Index. Yield spreads; between 2-year and 5-year —  between 2-year and 

5-year US Treasury bonds; between 2-year and 10-year —  between 2-year and 10-year US Treasury bonds.
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Estimation  
 of prediction time  

by various crisis predictors
We used the graphs of crisis predictors com-
bined with the temporal boundaries of reces-
sions to analyze the prediction time for vari-
ous crisis predictors (regarding the recessions 
of the past 50 years in the USA). Table 4 pre-
sents the analysis results.

Table 4  presents two versions of data 
on the prediction time for the US Treasury 
bond yield spreads. We believe, the first sig-
nal is observed at the moment when spread 
data become stable negative, and the second 
signal —  at the moment when these indica-
tors leave the negative range and begin their 
steady growth.

Besides the results in Table 4, one should 
consider the result from work [29] regarding 
the predictive power of indicators of the na-
tional financial cycle. With reservations (re-
lated to the obvious fact that not every eco-
nomic crisis is predicted by the financial cycle 
indicators, i. e., recession), however, in some 
cases, the financial cycle peak with an ap-
proximately 2-year lag precedes the economic 
recession.

As of December 2019, most of the examined 
crisis predictors do not signal a possible im-
pending crisis. The exceptions are yield spreads 
between US treasury bonds of varying maturi-
ties (they indicate a possible impending crisis 
in the middle —  end of 2020), the Schiller index 
(indicates the American Stock Market Overvalu-
ation), and individual assessments of investor 
sentiment.

PREDICTING GlObAl CRISES —  
 SPECIFICS OF RUSSIA

Due to its commodities exports, Russia is cur-
rently doomed to be highly dependent on the 
situation of global markets. Thus, according 
to the estimates in work [30], the shocks of 
the world oil market describe about 26% of 
the variance of the ruble exchange rate and 
20% of inflation, and the dynamics of the VIX 

“fear index” determines 16% of the spreads of 

sovereign Russian credit default swaps and 
13% of the industrial production.

The lag of the Russian financial sector de-
velopment from socio-economic development 
as a whole, also mentioned by the World Eco-
nomic Forum competitiveness ranking 8, ob-
jectively lowers Russia’s resistance to external 
shocks in the context of the financialization 
of the global economy. While China and In-
dia benefit from the financialization process 
by increasing attracted investment resources, 
Russia, with the weak national financial sec-
tor, is becoming increasingly vulnerable to ex-
ternal shocks [31].

Besides, the deterioration in Russia’s fi-
nancial structure since 2008 [32] has also in-
creased the vulnerability of the Russian finan-
cial sector to external shocks. In their work, 
Yu. Danilov, O. Buklemishev and A. Abramov 
noted that “… the countries with the largest 
gap between the development of the bank-
ing sector and the non-banking financial sec-
tor are the most vulnerable to a crisis in the 
global financial market. This is because the 
banking sector translates external shocks; 
while institutional investors, the core of the 
non-banking financial sector, on the contrary, 
absorb external shocks, reducing their impact 
on the real sector of the economy” [33].

These circumstances predetermine the in-
creased vulnerability of the Russian economy to 
external shocks; increase the likelihood of infec-
tion of the Russian financial system with risks 
from the global market. Therefore, predicting 
global crises is especially relevant for our coun-
try. Currently, the Bank of Russia is monitoring a 
relatively small number of indicators that could 
assess the accumulation of internal risks and the 
potential for translating external shocks.

The latest financial stability review by the 
Bank of Russia 9 indicates mainly the pro-

8 Russia ranks 43rd in the Financial Sector in 2019; and it ranks 
95th in the world —  see The Global Competitiveness Report 
2019. Geneva: WEF; 2019.
9 Bank of Russia. Financial Stability Review. Information and 
analytical material. No. 1 (14). Q4 2018 —  Q1 2019. M.: Bank of 
Russia; 2019.
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cesses in the Russian banking sector as the 
key vulnerabilities in the Russian financial 
system. They may lead to increased risks 
of  insolvency of bank borrowers, insolven-
cy of the banks themselves, as well as risks 
of the foreign currency and time structure 
of bank liabilities 10. Besides, this report ad-
dresses selected issues of macroprudential 
policy and systemic risks of financial institu-
tions.

This approach does seem to be complex. Many 
indicators should be integrated into financial 
stability monitoring. Given the fundamen-
tal increased vulnerability to external shocks, 
Russia should raise the profile of indicators 
assessing external risks. Among them, crisis 
indicators with strong predictive power should 
take a special place. It would be useful if the 
Russian financial authorities constantly moni-
tored reliable crisis predictors, and the results 
of this monitoring were available online to all 
economic agents.

CONClUSIONS
Given the identified sequence of crisis pre-
dictors, the authors built a block scheme to 
monitor external crisis predictors. It com-
bines the behavior analysis of predictors in 
terms of prediction time with the analysis of 
predictors in terms of predicting the nature 
of the starting point of a future crisis. A basic 
block-diagram may be as follows:

1. If the signal of the f inancial cycle in-
dicators is recorded 11 (f inancial cycle break 
point, the maximum point of the financial cycle 
passed), then:

10 The vulnerabilities indicated in the Review by the Bank 
of Russia are as follows: the rapid growth of the house-
hold debt burden against the excessive growth of consum-
er lending; banking sector dollarization and dependence 
on external financing (understood as the dollarization of 
household deposits and dependence on foreign investors); 
growth in short-term funding of banks; growing concentra-
tion of banks’ loan portfolio on selected largest borrowers 
with high debt burden.
11 In this article, we did not consider these indicators, 
since the financial cycle has a significantly longer dura-
tion than the business cycle, and no downward movement of 
the long-term financial cycle is expected in the near future.

1.1. The period of possible start of a future 
crisis is determined (2 years after the maxi-
mum point was passed).

1.2. Debt market indicators, including default 
risk assessments, get heightened attention.

2. If T-bond spreads become negative, then:
2.1. The period of possible start of a future 

crisis is determined (12–18 months after the 
spreads become negative).

2.2. The period of a possible confirmation 
signal from this group of crisis predictors is 
determined.

2.3. The period for enhanced monitoring of 
other crisis predictors, as well as the list of 
these predictors, are determined 12.

3. If the signal financial conditions indexes is 
recorded, then:

3.1. The period of a possible start of a fu-
ture crisis is specified (3–4 months after the 
signal is received).

3.2. The probability of the onset of the cri-
sis is specified (considering the crisis predic-
tors that worked and did not work earlier).

3.3. Particular attention is paid to indicators 
of debt burden, interest and currency risks.

3.4. Requested is an in-depth analysis of 
the dynamics of other crisis predictors, whose 
prediction time is close to financial condi-
tions indexes.

4. If the signal of the Schiller coefficient and 
stock indexes is recorded, then:

4.1. The period of a possible start of a fu-
ture crisis is specified (0–2 months after the 
signal is received).

4.2. The nature of the initial period of the 
crisis is determined —  the stock market crisis.

If all of the above signals are triggered, 
there is little doubt about the onset of the cri-
sis. Then, the government should begin im-
plementing the previously outlined counter-
measures against the crisis.

12 Financial conditions indexes  —  approximately 8 months 
after the spreads become negative; the spread between the 
mortgage rate and the real estate price  —  approximately 9 
months after the spreads become negative; stock indexes and 
the Schiller coefficient —  about 6 months after the spreads be-
come negative; etc.
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INTRODUCTION
The main objective of state regulation is to achieve a 
high level of prosperity of the population. The expe-
rience of many countries shows that harmonization 
of fiscal and monetary policies, as well as the focus 
on sustainable economic growth, lead to an increase 
in the level and quality of life in the country. Besides 
the common goal, monetary and fiscal policies pur-
sue conflicting goals. Thus, public debt management 
always defeats the purpose of monetary regulation, 
aimed at ensuring price stability in the economy.

The theoretical and practical foundations of the bal-
ance between fiscal and monetary regulation are well 
disclosed in the world scientific literature. Yet, exploring 
a particular group of countries, various authors come 
to many contradictory conclusions. The main area of 
research is to find a compromise between GDP growth 
and unemployment, on the one hand, and ensuring 
stable and low inflation, on the other hand. Moreover, 
we take the hypothesis about the need to dominate in 
either fiscal or monetary policy as a basis.

As a rule, the theory states that the dominance of 
monetary regulation is preferable. However, the ex-

perience of some countries proves that the excessive 
independence of the Central Bank and its focus on 
low inflation leads to a slowdown of economic growth. 
In this regard, the experience of Armenia is as a vivid 
example [1].

We think that the emphasis should be made on 
ensuring balanced and coordinated policy by the Cen-
tral Bank and the government, rather than on fiscal or 
monetary goals.

In the framework of this study, the task is to de-
termine a coordination model of monetary and fiscal 
regulation, which will consider the peculiarities of the 
Armenian economy, and will also be focused on ensur-
ing sustainable economic growth rates.

lITERATURE REVIEW
A wide range of literature is devoted to the issues of 
coordination of monetary and fiscal policies, includ-
ing in terms of achieving higher and more sustain-
able economic growth rates. It is obvious that both 
instruments of macroeconomic regulation frequently 
pursue contradictory tasks. In particular, the problem 
of public debt and its financing mechanisms usually 
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becomes an obstacle between fiscal and monetary 
policies. A high public debt can have a significant im-
pact on the relationship between fiscal and monetary 
authorities [2]. Laurens and de la Piedra also point to 
public debt and budget deficits as a key factor in the 
interaction between fiscal and monetary policies [3]. 
They emphasize that the Central Bank’s strategy can 
affect, for example, the capacity of the government to 
finance the budget deficit by affecting the cost of debt 
service and by limiting or expanding the available 
sources of financing.

Many authors considered the relationship between 
inflation and budget deficits. Thus, Sargent and Wal-
lace [4] argued that in the short term, budget deficits 
should not cause inflation. However, in 2003, the study 
results by L. Katao and M. Terrones [5] spanning 107 
countries over 42 years proved that the budget deficit 
has an impact on price changes not only during high- or 
hyperinflation, but also in its moderate ranges, even if 
the consequences in the second case are much weaker. 
The study showed a strong positive association between 
deficits and inflation among developing economies, but 
not among low-inflation advanced economies. On the 
other hand, many authors [6–8] argue that in the face 
of inflationary pressures caused by instability in world 
markets, the task of ensuring price stability comes to 
the fore. This fact puts monetary policy objectives in 
the foreground, which implies monetary dominance 
in the economy [9].

However, both authorities can influence economic 
growth. Both fiscal and monetary policies have a suf-
ficient range of instruments that could influence GDP 
elements. In this case, the main task is to find a balance 
between the goals and the policies of the central bank 
and fiscal authorities [10, 11].

Typically, coordination of monetary and fiscal policy 
is fraught with great difficulties. Christian Beddies [12] 
offers an approach to the coordination problem between 
monetary and fiscal policy. He divides all literature in 
this field into three strands: the first is the time incon-
sistency problem and suggestions for its solution; the 
second is the institutional models of monetary policy, 
and the third part is the interaction of fiscal and mon-
etary authorities. As for the third part, he notes that 
with the inconsistent formation of two separate policies 
for regulating the economy, it is necessary to define 
common concepts in order to identify the results of the 

interaction between these policies. He also notes the 
importance of a compromise between unemployment/
GDP and inflation.

In his work, Alan Blinder (1982) [13] supplements the 
mentioned reasons with two more important factors: 
different ideas about objectives important for society 
and different forecasts about the likely affects of fiscal 
and/or monetary policy actions on the economy.

In this regard, finding a balance between fiscal and 
monetary policies is possible to a higher extent by de-
termining the most favorable positions in terms of 
economic growth and development.

There are several approaches to solving the problem 
of the interaction of monetary and fiscal regulation in 
the literature. The first approach implies the absence 
of any interaction. At the same time, both fiscal and 
monetary policies are completely independent from 
each other, and decision-making takes place without 
knowing each other’s decisions. In the scientific litera-
ture, this approach is known as the Cournot model [14].

The second approach, known as the Stackelberg 
model, involves the dominance of one of the tools of 
macroeconomic regulation, either fiscal or monetary 
policy [15]. The Cournot model is taken as a basis of 
this approach, but the assumption of the equality of 
macroeconomic regulation instruments is replaced by 
more realistic scenarios where one of the instruments 
is dominant. This approach involves the selection of 
the priority goals from the point of view of macro-
economic regulation, which relates to either fiscal or 
monetary policy.

Finally, the third approach involves the coordina-
tion of fiscal and monetary policies to ensure economic 
growth [11]. By such coordination, we can understand 
the ongoing process of interaction between fiscal and 
monetary authorities, in order to solve the tasks of mac-
roeconomic regulation. Some studies [3] prove that in 
the absence of coordination and matching goals of fiscal 
and monetary policies, a significant increase in interest 
rates is highly probable in the financial market or an 
increase in the country’s public debt in the economy.

In their study “Some Unpleasant Monetarist Arith-
metic”, Sargent and Wallace [4] conclude that, given 
absolute rational expectations, a decrease in money 
supply growth can lead to higher inflation. In other 
words, the implementation of tight monetary and soft 
fiscal policies can lead to an increase in the inflationary 
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background. At the same time, considering the cases of 
the dominance of one of the policies, the authors con-
clude that coordination of monetary and fiscal policies 
should be accompanied by a certain level of stimulation 
or restriction from regulatory instruments. It is only in 
this case, when it will lead to positive shifts in ensuring 
sustainable economic growth.

In her work “Equilibrium strategies in a fiscal-mon-
etary game. A simulation analysis” [16], Irena Woro-
niecka-Leciejewicz concluded that the actions of fiscal 
and monetary authorities have a positive impact on 
the economy provided that instruments are applied in 
a certain interval of values. The effectiveness of their 
actions decreases with very high or low values of in-
struments, which are the result of radically restrictive 
or expansive policy. The choice of the optimum fiscal 
policy depends upon the decision of monetary authori-
ties, and this dependence is inversely proportional. That 
is, the more restrictive the monetary policy, the more 
expansive, in response, the fiscal policy, and vice versa. 
Similarly, the response of monetary authorities depends 
on fiscal policy. For example, carrying out an expansive 
monetary policy, the central bank must limit its policy 
to avoid an undesirable increase in inflation. However, 
this work is based on the assumption that monetary 
authorities want to achieve the desired level of inflation, 
and the fiscal ones seek economic growth.

Modern studies on the coordination of fiscal and 
monetary policies place a great emphasis on the crisis 
conditions, which force to some extent the revision of 
the goals and objectives of both fiscal and monetary 
policy [17]. In particular, the authors focus on the key 
issues of our time from the point of view of the interac-
tion of fiscal and monetary policies. They note that the 
global financial crisis forced to rethink the role of the 
central bank in terms of solving fiscal problems, espe-
cially in the field of investments in state treasury bonds 
or setting negative interest rates on financial resources, 
which obviously affects the results of fiscal policy.

Other authors [18] considered the interaction be-
tween monetary and fiscal policies and used a data 
sample for the period from 1991 to 2016 for 42 countries, 
given the cyclical nature of monetary and fiscal poli-
cies. Countries were also classified by institutional and 
structural characteristics. The main conclusion made 
by the authors is that the implementation of inflation 
targeting, as well as the independence of “monetary 

authorities”, is usually due to counter-cyclical monetary 
and fiscal policies, as well as coordination between them.

Some analysts of the European Parliament have a 
totally new view [19]. In their opinion, the coordination 
of fiscal and monetary policies is only possible in theory, 
meaning that those responsible for macroeconomic 
regulation should not try to achieve a balance between 
the two authorities.

Recent studies have examined fiscal and monetary 
policies in the context of economic stabilization [20–22]. 
At the same time, the authors, for the most part, come to 
the conclusion that fiscal policy, rather than monetary 
policy, can become an economic growth driver. First of 
all, this conclusion is due to a recession in the global 
money market, negative interest rates and increased 
risks on world stock exchanges.

However, in a developing economy, a poorly devel-
oped financial system, as well as high interest rates, 
coordination of fiscal and monetary policies is still 
relevant. In this regard, at the next stage of the study, 
we identified a model that is most adaptable to the 
conditions of the Armenian economy.

DESCRIPTION OF THE COORDINATION 
MODEl OF FISCAl AND MONETARY 

REGUlATION
As part of the study, we took the coordination model 
described in the study by Irena Woroniecka-Leciejew-
icz “Equilibrium strategies in a fiscal-monetary game. 
A simulation analysis” (2015) [16]. She estimated the 
key parameters characterizing the effectiveness of 
fiscal or monetary policy instruments and analyzed 
the impact of monetary and fiscal regulation on key 
macroeconomic objectives. The main hypothesis is 
that, ceteris paribus, an increase in the budget deficit 
causes an increase in GDP growth.

The model consists of two logistic regressions that 
have the same independent and different dependent 
variables that describe monetary and fiscal policies, and 
reveal the connection and interdependence between the 
mechanisms of monetary and fiscal regulation.

The original model consists of two equations:
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where y is inflation; p —  is economic growth; b —  is 
budget deficit growth; r —  is interest rate.

The calculation results of the parameters were pre-
sented by a matrix (see Table).

The matrix represents the correlation between infla-
tion and economic growth, which in turn corresponds 
to the values of the interest rate and the budget deficit 
growth. The study by Irena Woroniecka-Leciejewicz 
revealed a pattern according to which the lowest infla-
tion and the lowest economic growth rates correspond 
to the most stringent restrictive measures of regulation, 
and conversely, high inflation and GDP growth were 
accompanied by expansive policy.

The study considers two cases:
•  in the first case, it is assumed that fiscal authori-

ties try to maximize GDP growth, while monetary au-
thorities try to minimize inflation;

•  in the second case, it is assumed that monetary 
and fiscal authorities determine specific goals, that is, 
the desired level of inflation and some planned GDP 
dynamics.

In the first case, fiscal authorities choose the optimal 
fiscal response i*(j) to each monetary strategy j, which 
maximizes the GDP growth rate. Monetary authorities 
act similarly: monetary authorities respond with the 
corresponding strategy j*(i) to each strategy i chosen 
by fiscal authorities to minimize the inflation rate.

In such a situation, fiscal authorities have a domi-
nant strategy, which is the optimal response to the 
government, regardless of the decisions made by the 
central bank concerning the interest rate. The dominant 
strategy of fiscal authorities is the most expansive fiscal 
policy. Similarly, the most radically restrictive monetary 
policy is the dominant strategy for monetary authorities, 
which means the optimal one, no matter which fiscal 
strategy the government chooses.

Thus, the equilibrium in the game is achieved by 
dominant strategies that motivate the combination 
of the most restrictive monetary policy and the most 
expansive fiscal policy.

In the second case, we assumed that fiscal and mon-
etary authorities try to minimize the deviations of GDP 
growth and inflation from the desired values of y* and 
p*. It is still assumed that for each monetary strategy j, 
fiscal authorities choose the optimal fiscal response i*(j), 
and for fiscal strategy i, monetary authorities choose 
the optimal monetary response j*(i). Thus, the optimal 

responses of fiscal policy characterize the reaction of 
fiscal authorities to the potential moves of the central 
bank. Conversely, the optimal monetary responses 
describe the reaction of monetary authorities to vari-
ous fiscal strategies.

For the case when fiscal and monetary authorities 
want to minimize quadratic deviation from the desired 
values between real economic growth and inflation, the 
calculations were carried out under various assumptions. 
The location of the equilibrium point was no longer 
obvious and was dependent on the efficiency of fiscal 
and monetary policies, as well as on the priorities of 
the government and the central bank. In this study, we 
presented the results of the analysis corresponding to 
these two factors.

The table shows the optimal fiscal actions for each 
possible monetary policy, based on minimizing the 
quadratic deviation of GDP growth from the desired 
value. Similarly, it shows the optimal measures of mon-
etary authorities, representing the optimal response to 
potential fiscal strategies. Monetary policy limitation 
was dependent on the government’s choice of fiscal 
policy. The wider the fiscal policy, the more restrictive 
is the monetary policy adopted by the central bank in 
response to avoid excessive inflation. Similarly, the 
optimal actions of monetary authorities represent a 
reaction to potential fiscal strategies. It should be noted 
that the limits imposed by monetary policy depends on 
the government’s choice of fiscal policy. The broader the 
fiscal policy, the more restrictive is the central bank’s 
monetary policy to avoid excessive inflation. Similarly, 
the restriction or expansion of fiscal policy depends on 
the central bank’s monetary policy. The more restric-
tive the monetary policy, the “broader” is the response 
by fiscal policy. Since the desired economic growth 
(at higher interest rates) is achieved, a more expansive 
fiscal policy, characterized by a higher budget deficit, is 
required. Conversely, in respond to a broader monetary 
policy, the government pursues a correspondingly more 
restrictive policy.

Picture 1 shows the optimal values of fiscal and mon-
etary indicators, as well as the indicators of economic 
objectives for Nash equilibrium (GDP growth = 3.5%, 
CPI = 2.5%).

The author admits minor, close to zero, changes 
to the fiscal policy instrument (Δbi) and the monetary 
policy instrument (Δrj). Due to the illustrated wider 
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range of changes in their values, the specifics of the 
impact on the economy, including GDP growth and 
inflation, are more evident. Within a certain range of 
values of fiscal and monetary policy instruments, called 

“effective” values, the influence of instruments on the 
economy is tangible and corresponds to the equilibrium 
in the fiscal-monetary game. You can also notice that, 
within the effective range of values of mixed-policy 
instruments, the choice of the optimal fiscal policy 
depends on the decision of monetary authorities: as 
already mentioned, the more restrictive the monetary 
policy is, the more expansive the fiscal policy becomes, 
and vice versa.

However, outside this range, when fiscal authorities 
are prone, for example, to radically restrictive policies, 
the optimal response of the other no longer changes 
under the influence of further radicalization of mon-
etary policy of the central bank. For example, if one 
moves toward an extremely broad monetary policy, 
the optimal fiscal response will no longer respond to 
a further weakening of monetary policy. To summarize, 
we can say that in countries with extremely limiting 
or extremely wide interest rate strategies, the optimal 
fiscal response turns into a dominant strategy.

ANAlYSIS OF THE EFFECTIVENESS 
OF MONETARY AND FISCAl REGUlATION  

IN ARMENIA
The effectiveness of monetary and fiscal regulation 
determines the effectiveness of the entire macroeco-

nomic policy in the country. In fact, the welfare of the 
population directly reflects the effectiveness of fiscal 
and monetary policies. In turn, effective policy of fis-
cal and monetary authorities is essential for the co-
ordination of these instruments of macroeconomic 
regulation.

However, Armenia’s experience indicates little suc-
cess in achieving both sustainable economic growth 
and higher GDP per capita. As we can see in Fig. 2, the 
last decade was accompanied by a recession. In par-
ticular, there is slow economic growth, as well as a lack 
of growth in per capita income. As mentioned above, 
the effectiveness of both fiscal and monetary policies 
directly affects economic growth in general.

Considering the abovesaid, we will first analyze the 
effectiveness of fiscal and monetary regulation in Ar-
menia.

ANAlYSIS OF FISCAl POlICY  
INDICATORS IN ARMENIA

A key indicator of the effectiveness of fiscal policy in 
a developing economy is a balanced state budget. A 
negative balance is usually the result of inefficient 
budget allocation, as well as fiscal policy. Of course, 
a negative budget balance is an inherent part of the 
modern economy of almost all countries of the world. 
With rare exceptions, almost all countries today are 
characterized by a budget deficit.

However, when it comes to developed economies, 
a negative budget balance, as a rule, does not entail 

Table
Monetary-fiscal game —  Payoff matrix

Government —  fiscal policy

Central bank —  monetary policy
←Restrictive Expansive→

Monetary strategy M1 

(interest rate r1)
Monetary strategy M2 

(interest rate r2)
…

Monetary strategy Mn 

(interest rate rn)

←
 R

es
tr

ic
tiv

e 
Ex

pa
ns

iv
e 

→

Fiscal strategy F1 (budget 
deficit b1)

p11 p12 … p1n

y11 y12 … y1n

Fiscal strategy F2 (budget 
deficit b2)

p21 p22 … p2n

y21 y22 … y2n

…

Fiscal strategy Fm (budget 
deficit bm)

pm1 pm2 …
pmn

ym1 ym2 … ymn

Source: [18, p. 76].
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further negative outcomes. In most cases, the budget 
deficit is covered by domestic public debt, which in 
general, to some extent, even has positive outcomes. 
For example, the development of the financial sector 
in the country.

A negative budget balance in a developing economy 
have different outcomes. The budget deficit is usually 
covered by external sources of credit, which leads to 

negative outcomes, including a slowdown in economic 
growth in the long term.

In this sense, the experience of Armenia is a prime 
example. The chronic budget deficit over the past 23 
years has been accompanied by a steady increase in 
external public debt. As we can see in Fig. 3, the highest 
budget deficit is observed in the period of 1998–2002, 
as well as from 2009 up to this day. Since 2009, the 

 
Fig. 1. Optimum fiscal and monetary strategies
Source: [10, p. 85].

Fig. 2. Economic growth rate in the Republic of Armenia (in %) and GDP per capita (in USD)
Source: Database of the National Statistical Service of the Republic of Armenia. URL: https://www.armstat.am/ru/ (accessed on 20.01.2020).
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public debt of Armenia, both internal and external, has 
been characterized by constant growth (see Fig. 4). As 
of 2018, the total public debt was 55.7% of GDP and 
almost reached the critical value established by the 
Armenian Constitution. The external debt amounted 
to 44.5% of GDP, which is the dominant position in 
the total debt of the country.

However, these are not the only indicators that 
speak of an unhealthy system of public finance in the 
country. The key issues of fiscal regulation include the 
dominance of indirect taxes in the structure of budget 
tax revenues, the not-so-efficient tax administration 
system, the inflexible system of tax burden distribu-
tion, and many other problems. It should be noted that 
the list of the reasons for the insolvency of Armenia’s 
fiscal policy is not complete; however, it includes key 
factors that lead to a slowdown in economic growth 
over the past ten years.

ANAlYSIS OF ARMENIAN 
MONETARY POlICY

The Central Bank of Armenia pursues inflation 
targeting policy for thirteen years. The nominal 
anchor of monetary policy has been reviewed only 
three times since 2006, and at the initial implemen-
tation stage of the inflation targeting policy. Fig.5 
illustrates the implementation results of monetary 
regulation by the Central Bank of Armenia within 
the inflation targeting. As we can see, neither the 
actual value of the cumulative Consumer Price 
Index, nor Core Inflation (the main target of the 
Central Bank of Armenia) fall into the target range 
during most of the periods under consideration (see 
Fig. 5). Thus, it is difficult to talk about the success-
ful implementation of the inflation targeting policy 
due to the dynamics of inflation indicators in Ar-
menia [23].

Fig. 3. State budget of the Republic of Armenia, % of GDP
Source: Database of the National Statistical Service of the Republic of Armenia. URL: https://www.armstat.am/ru/ (accessed on 20.01.2020).

Fig. 4. Public debt of the Republic of Armenia (in % of GDP)
Source: Database of the National Statistical Service of RA. URL: https://www.armstat.am/ru/ (accessed on 20.01.2020).
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The study proves that the current policy has a nega-
tive effect on economic growth, especially in the last 
decade (see Fig. 6). In particular, foreign exchange 
regulation, which is aimed to maintain stable dynam-
ics of the exchange rate of the Armenian dram, led to 
a slowdown in economic growth, as well as to many 
other negative structural outcomes in the country’s 
economy [1, 24].

We cannot call Armenia’s monetary regulation ef-
ficient.

One of the reasons for the inefficiency of the policies 
implemented both by the Central Bank of Armenia and 
fiscal authorities is the lack of balance and coordina-
tion between these two instruments of macroeconomic 
policy. Thus, it seems relevant to estimate coordina-
tion of fiscal and monetary policies. In this regard, the 
objective of the study was to estimate coordination of 
monetary and fiscal policies in Armenia.

ADAPTATION OF THE COORDINATION 
MODEl OF FISCAl AND MONETARY 
REGUlATION.  CASE OF ARMENIA

We took two regression equations as a basis for the 
coordination model of monetary and fiscal regulation 
in Armenia. Here, the dynamics of the Dram exchange 
rate is the dependent variable characterizing mone-
tary regulation, and the dynamics of the GDP growth 
rate of the Republic of Armenia is the indicator of fis-
cal policy effectiveness.

The quarterly data from 2004 to the first quarter 
of 2019 of the following indicators served as the da-
tabase for the Armenian economic model: exchange 
rate —  AMD/USD, GDP, foreign debt, direct investment, 
remittances, export and import in absolute terms of the 
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Fig. 5. Central bank of Armenia’s target and the actual value of the CPI, %, quarterly
Source: Database of the Central Bank of the Republic of Armenia. URL: https://www.cba.am/ru (accessed on 20.01.2020).

Fig. 6. Economic growth and exchange rate USD/AMD, 1993–2018
Source: Database of the Central Bank of the Republic of Armenia. URL: https://www.cba.am/ru, Database of the National Statistical 

Service of the Republic of Armenia URL: https://www.armstat.am/ru/ (accessed on 20.01.2020).
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CPI *. All data adjusted for seasonality. Then we loga-
rithmed the data and calculated the first differences; 
we checked the data for normality of distribution by 
the Shapiro-Wilk and Shapiro-Francia tests (see Ap-
pendix, Table 1).

At the first stage of the study, as was mentioned 
above, the Consumer Price Index and External Debt 
were taken for independent variables. The regression 
analysis helped obtain the following equations:

       1) ExR = const —  b1*CPI —  b2*ED Equation;  (1)
       2) GDP = const + c1*CPI —  c2*ED Equation.  (2)

However, the regression analysis revealed that 
the External Debt in both models is an insignificant 
variable, since at the significance level of 5%, the hy-
pothesis that the coefficient b2 is 0 is confirmed with 
a probability of 25.5% for Equation (1) (see Appendix, 
Table 2), and with a probability of 46.5% for Equation 
(2) (see Appendix, Table 3). For a model with a depend-
ent variable Exchange Rate of Dram at the significance 
level of 5%, the CPI is insignificant with a probability of 
92.5%, and for Equation (2), the regressor is significant 
at the significance level of 10%, with a probability of 
8.9%. Thus, it was proved that changes in the External 
Debt of Armenia do not affect either the country’s GDP 
or the dynamics of the national currency, and with the 
probability higher than 90%, inflation does not affect 
the country’s exchange rate.

In this regard, the independent variables were 
changed to Private Cash Transfers and Direct Invest-
ments.

   1) ExR = const + b1*Trans —  b2*D. Inv Equation;  (3)
   2) GDP= const + c1*Trans + c2*D. Inv Equation.  (4)

The new model revealed that Direct Investment 
with a probability of 46.6% for the first (Equation 3) 
(see Appendix, Table 4) and with that of 26.7% for the 
second regression is an insignificant regressor, and 
Transfers is an insignificant factor in Equation 4 (see 
Appendix, Table 5).

At the next stage, we carried out another regres-
sion analysis, including the following independent 
variables: External Debt, CPI, Direct Investment, 
Transfers, Exports, and Imports (see Appendix, Ta-
bles 6 and 7).

We compared both models with the main indicators 
of fiscal and monetary policies at the significance level 
of 10%. As a result, no indicators were identified that 
would have an impact on both monetary regulation 
indicators and fiscal policy indicators in Armenia.

CONClUSIONS
The analysis carried out in this work allowed us to 
formulate the following main conclusions:

Considering the growth indicators of the Armenian 
economy, as well as the per capita income, it is possible 
to question the effectiveness of the implementation 
of both fiscal and monetary policies in the country. At 
the same time, the analysis shows that the results of 
both fiscal and monetary policies negatively affect the 
rate of economic growth. In particular, high public debt, 
as well as the structure of revenues and expenditures 
of the state budget, have been a significant factor in 
slowing down the economy for at least the last ten 
years. On the other hand, tight monetary regulation, 
which restrains the growth of money supply in the last 
ten years, also negatively affects the achievement of 
sustainable and long-term rates of economic growth.

On the example of Armenia, the coordination model 
of monetary and fiscal policies showed no depend-
ence between all the considered factors. This, in turn, 
indicates non-market regulatory mechanisms present 
both in fiscal regulation and the Central Bank’s policy, 
and on the other hand, indicates the lack of coordi-
nation between the two regulators of the economy 
at present. Summarizing the model analysis results, 
the following can be noted: changes in external debt, 
inflation, and foreign direct investment flows do not 
affect the exchange rate volatility of the dram, but 
the volume of transfers to the country affects it. In 
addition, neither external debt, nor inflation, foreign 
direct investment, nor transfers affect the country’s 
GDP growth rate. Analysis of coordination of mon-
etary and fiscal regulation in Armenia showed that at 
this stage, policies are unbalanced, which means they 
cannot contribute to sustainable economic growth in 
the near future.

The conclusion is that a need was proved to review 
the implementation of monetary and fiscal policies in 
Armenia in terms of both relevance and the allocation 
of the key and common objective to achieve sustain-
able economic growth in Armenia in the long term.

M. A. Voskanyan, L. V. Paronyan
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        trans           60    0.96632      1.831     1.303    0.09624
         imp           60    0.98578      0.773    -0.555    0.71057
         exp           60    0.98260      0.946    -0.120    0.54760
          di           60    0.97274      1.482     0.848    0.19827
         cpi           60    0.98629      0.745    -0.634    0.73691
          ed           60    0.96953      1.656     1.087    0.13847
         gdp           60    0.98244      0.954    -0.101    0.54018
         exr           60    0.96807      1.736     1.189    0.11728
                                                                    
    Variable          Obs       W           V         z       Prob>z

                   Shapiro-Wilk W test for normal data

        trans          60    0.96223      2.273     1.570    0.05821
         imp          60    0.98725      0.767    -0.507    0.69389
         exp          60    0.98008      1.199     0.346    0.36453
          di          60    0.96646      2.018     1.342    0.08972
         cpi          60    0.99114      0.533    -1.202    0.88540
          ed          60    0.97711      1.377     0.612    0.27032
         gdp          60    0.98195      1.086     0.157    0.43750
         exr          60    0.96284      2.236     1.539    0.06194
                                                                   
    Variable         Obs       W'          V'        z       Prob>z

                  Shapiro-Francia W' test for normal data
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       _cons     .0341137   .0156003     2.19   0.033     .0028746    .0653528
          ed    -.2643653   .3592469    -0.74   0.465    -.9837449    .4550142
         cpi     .9539452   .5513129     1.73   0.089    -.1500399     2.05793
                                                                              
         gdp        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              

       Total    .440116709        59  .007459605   Root MSE        =    .08557
                                                   Adj R-squared   =    0.0183
    Residual     .41741537        57  .007323077   R-squared       =    0.0516
       Model    .022701338         2  .011350669   Prob > F        =    0.2211
                                                   F(2, 57)        =      1.55
      Source         SS           df       MS      Number of obs   =        60

. reg gdp cpi ed

 

                                                                               
       _cons    -.0017687   .0041468    -0.43   0.671    -.0100726    .0065352
          di    -.0038367   .0052241    -0.73   0.466    -.0142979    .0066245
       trans    -.0259843   .0106029    -2.45   0.017    -.0472162   -.0047525
                                                                              
         exr        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              

       Total    .065067701        59  .001102842   Root MSE        =    .03204
                                                   Adj R-squared   =    0.0691
    Residual    .058517055        57  .001026615   R-squared       =    0.1007
       Model    .006550646         2  .003275323   Prob > F        =    0.0486
                                                   F(2, 57)        =      3.19
      Source         SS           df       MS      Number of obs   =        60

. reg exr trans di
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Table 4
Equation 3

Table 3
Equation 2

Table 2
Equation 1 

                                                                               
       _cons     .0023811   .0060813     0.39   0.697    -.0097964    .0145587
          ed    -.1611133   .1400409    -1.15   0.255    -.4415404    .1193137
         cpi    -.0202973   .2149117    -0.09   0.925    -.4506506    .4100559
                                                                              
         exr        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              

       Total    .065067701        59  .001102842   Root MSE        =    .03336
                                                   Adj R-squared   =   -0.0090
    Residual    .063429626        57    .0011128   R-squared       =    0.0252
       Model    .001638075         2  .000819037   Prob > F        =    0.4835
                                                   F(2, 57)        =      0.74
      Source         SS           df       MS      Number of obs   =        60
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       _cons     .0257304   .0109768     2.34   0.023     .0037497    .0477111
          di      .015496   .0138285     1.12   0.267    -.0121951     .043187
       trans    -.0463965    .028066    -1.65   0.104    -.1025978    .0098048
                                                                              
         gdp        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              

       Total    .440116709        59  .007459605   Root MSE        =    .08481
                                                   Adj R-squared   =    0.0357
    Residual    .410014631        57  .007193239   R-squared       =    0.0684
       Model    .030102077         2  .015051039   Prob > F        =    0.1328
                                                   F(2, 57)        =      2.09
      Source         SS           df       MS      Number of obs   =        60

. reg gdp trans di

 

                                                                               
       _cons      .002615   .0062641     0.42   0.678    -.0099491    .0151791
         imp    -.0431319   .0661985    -0.65   0.518    -.1759094    .0896455
         exp     .0320741   .0549892     0.58   0.562    -.0782202    .1423685
       trans    -.0239945   .0111017    -2.16   0.035    -.0462618   -.0017273
          di    -.0054163   .0056413    -0.96   0.341    -.0167313    .0058986
         cpi    -.0148495   .2153626    -0.07   0.945    -.4468122    .4171133
          ed    -.1409364   .1389253    -1.01   0.315    -.4195854    .1377125
                                                                              
         exr        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              

       Total    .065067701        59  .001102842   Root MSE        =    .03272
                                                   Adj R-squared   =    0.0293
    Residual    .056738384        53  .001070536   R-squared       =    0.1280
       Model    .008329317         6  .001388219   Prob > F        =    0.2748
                                                   F(6, 53)        =      1.30
      Source         SS           df       MS      Number of obs   =        60

. reg exr ed cpi di trans exp imp
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Table 7
Equation 6 

        _cons     .0251164   .0150412     1.67   0.101    -.0050524    .0552852
         imp    -.2564307   .1589553    -1.61   0.113    -.5752546    .0623933
         exp     .4058788   .1320395     3.07   0.003      .141041    .6707165
       trans    -.0333936   .0266574    -1.25   0.216    -.0868615    .0200744
          di     .0026343   .0135458     0.19   0.847    -.0245351    .0298036
         cpi      .713522   .5171267     1.38   0.173    -.3237027    1.750747
          ed    -.0999741   .3335861    -0.30   0.766    -.7690632     .569115
                                                                              
         gdp        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              

       Total    .440116709        59  .007459605   Root MSE        =    .07856
                                                   Adj R-squared   =    0.1726
    Residual    .327137316        53  .006172402   R-squared       =    0.2567
       Model    .112979393         6  .018829899   Prob > F        =    0.0123
                                                   F(6, 53)        =      3.05
      Source         SS           df       MS      Number of obs   =        60

. reg gdp ed cpi di trans exp imp
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