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Monitoring the effectiveness of the monetary policy of central banks is a crucial factor in the strategic management 
of the monetary sphere, not only at the national but also at the global level of the economy. Therefore, improving the 
methodological tools for this monitoring is of both scientific and practical interest, which determines the relevance of 
the research topic. The study aims to develop methodological tools to conduct a quantitative and qualitative assessment 
of the effectiveness of the monetary policy of central banks. The work uses a targeted approach to determining the 
effectiveness of the monetary policy, as well as methods of systemic-structural, comparative economic and GAP analysis. 
The empirical analysis of the effectiveness of the monetary policy in several countries for the period of 2014–2019 relies 
on the data of the World Bank and the Bank of Russia. The novelty of the study is in the targeted approach to the analysis 
and assessment of effectiveness. This approach is based on the specific features of strategic management of monetary 
circulation, which allows for a comprehensive objective assessment of the effectiveness regardless of the variety of 
strategic objectives of monetary policy and their development mechanisms in different countries. The study resulted in 
the methodology for quantitative assessment of monetary policy effectiveness and the criteria for qualitative evaluation 
of the analyzed effectiveness. The authors made conclusions regarding changes in the effectiveness of monetary policy 
in different countries, identified trends in the effectiveness of the monetary policy of the Bank of Russia, and revealed 
imbalances in its effectiveness at the level of federal districts. The results of the study confirmed the applicability 
and practical significance of the developed tools for analyzing and assessing the effectiveness of the monetary policy 
of central banks. By their means, international and national organizations will manage to identify best practices to 
implement monetary policy and recommend them for countries with low effectiveness of strategic management of 
monetary circulation.
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INTRODUCTION
Monetary policy by central banks has long 

been a very important research topic. Most 
of them aim at creating theories of monetary 
policy, models or algorithms for central banks.

Today, there are several basic theories 
that establish the objectives of monetary 
policy and methods to achieve these goals. 
For example, [1, 2] provide a review of these 
theories. There about 10 main theories and 
their modifications. The analysis of these 
theories indicates their weaknesses, as well as 
fundamental problems that call into question 
the fundamental possibility of applying these 
theories in practice. These problems include:

1. A limited set of monetary policy models. 
There are only two main dependent variables 
in the models: the value of the money supply 
and the market rate. In the first case, the 
central bank monitors the volume of money 
supply in circulation and maintains it at the 
planned level. The interest rate here is based 
on market mechanisms that ensure a balance 
between the demand and supply of money. 
Alternatively, the target is the interest rate, 
and the money supply is at a level ensuring 
equilibrium in the money market for a given 
rate. Thus, the choice of one of the two 
dependent variables, in fact, comes down to 
the choice of the style of money management 
between directive and indirect.

2. Problems with the exchange rate 
targeting are due to the fact that the rates of 
national currencies depend on the monetary 
policies of other countries. Therefore, 
targeting exchange rates leads to the fact that 
the country’s monetary policy falls under the 
influence of monetary policy and the economy 
of other countries and can harm national 
interests.

3. Difficulties with planning the required 
volume of money supply with directive control 
of its value. First, it is quite difficult to predict 
the velocity of money circulation. Second, 
it is difficult to calculate the future volume 
of transactions that should serve money 
circulation. Third, in the modern economy, 

a significant portion of money circulates in 
the financial sector, which creates additional 
demand for money. This sector is dynamic and 
poorly forecasted.

4. Problems with determining the target 
interest rate are as follows. First, the formulas 
for setting interest rate targets are very 
complex, especially their modern options. 
Second, the structure of interest rates is 
diverse, while the formulas specify only one 
of the rates. Third, the central bank can issue 
loans at a rate different from the key one. It 
follows that the recommendations for rate 
targeting are far enough from practical use. 
Decisions on the level of rates are actually 
made by central banks not by formulas, but by 
voting depending on side effects.

5. Problems with inflation targeting. The 
main problem in the practical implementation 
of this monetary policy regime is that overall 
inflation is the sum of two factors. The first is 
monetary inflation, which can be controlled 
by the central bank. The second factor is 
non-monetary inflation, which is outside 
the central bank’s area of responsibility and 
is not fully controlled by the instruments it 
has. Thus, with a change in the money supply, 
non-monetary inflation will, to some extent, 
compensate for monetary inflation, making 
the results of inflation targeting policy 
unpredictable.

The considered problems of the practical 
implementation of management models 
in monetary circulation indicate that 
implementing monetary policy based on 
certain theoretical approaches is unreliable 
regarding the result. One should develop 
a methodological toolkit to measure the 
effectiveness of monetary policy both in 
quantitative and qualitative aspects. This was 
the motivation for the present study.

The research includes several sections. The 
first section reviews publications dealing with 
theoretical and methodological aspects of 
the problem. The second section describes 
the developed indicators and criteria for 
analyzing and assessing the effectiveness of 

G. G. Gospodarchuk, E. S. Zeleneva
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monetary policy of central banks. The third 
section applies the developed methodological 
tools to the analysis and assessment of the 
effectiveness of monetary policy in some 
countries of the world, including the Russian 
Federation. The last section contains the main 
findings.

lITERATURE REVIEW
Systematization and generalization of 
scientific and special literature on the 
research topic show the three main directions 
of analysis and assessment of the effectiveness 
of monetary policy.

The f i rst  d irect ion determines  the 
effectiveness of  a monetary policy by 
its influence on the country’s economy. 
Effective monetary policy is believed to 
lead to economic growth and development, 
lower unemployment, slower inflation, and 
increased economic and financial stability.

E. Alaoui et  al . [3]  investigated the 
effectiveness of monetary policy in terms of 
the relationship between monetary policy 
variables and macroeconomic variables 
and found that these relationships have 
heterogeneous trends at different time 
scales. They concluded that the effectiveness 
of Islamic monetary policy depends more on 
the amount of money, and not on the interest 
rate. Similar conclusions were made by L. Fan, 
Y. Yu and C. Zhang [4]. The authors found that 
the money supply has a great influence on 
future inflation rates and real output, while 
official interest rates do not influence these 
factors.

Fujiwara [5] conducted a study of the effect 
of zero nominal interest rate on the structural 
output gap in Japan. The results of this study 
showed that excessive easing of monetary 
policy can lead to a structural gap in output.

M. Bluhm analyzed the strategies of 
the Bundesbank [6] and concluded that, a 
distinctive feature of the Bundesbank’s 
strategy since 1975 has been its focus on the 
growth of monetary aggregates, as well as real 
economic activity and inflation dynamics.

Summarizing the results of scientific 
research in this area, we note that they have a 
number of controversial points.

First, the concept of the effectiveness of 
monetary policy is replaced by the concept of 
the effectiveness of economic policy.

Second, the state of the economy is 
influenced by many non- monetary factors. It 
is difficult to separate this influence.

Third, the impact of monetary policy 
on macroeconomic indicators  can be 
m u l t i d i r e c t i o n a l .  F o r  e x a m p l e ,  t h e 
implementation of a stimulating monetary 
pol icy  can  have  a  pos i t ive  e f fect  on 
employment and economic growth, but a 
negative one on inflation and the state of the 
balance of payments.

Fourth, sensitivity of macroeconomic 
indicators to changes in monetary policy 
is not unambiguous. This is supported by 
various, sometimes contradictory, findings 
from scientific research.

According to  the  second direct ion, 
the effect iveness  of  monetar y  pol icy 
shows up in the high conductivity of the 
transmission mechanism channels [7–9] 
and the effectiveness of individual monetary 
instruments.

For example, the Bank of Russia identifies 
the following channels of the transmission 
mechanism: interest rate, credit, balance 
sheet, currency and information (inflation 
expectations channel) as the most significant, 
as well as the channel of welfare, cash 
flows and risk taking as less significant.1 
The authors of scientific publications (for 
example, [10, 11]) limit the assessment of 
the effectiveness of the monetary policy 
of the Bank of Russia to the analysis of one 
or several channels, without the complete 
examination of the transmission mechanism. 
In  part icular, E . S . Fedorovskaya  and 
D. V. Burakov [10] estimated the conductivity 

1 Guidelines for  the  Single State Monetary Policy for 2020–
2022. Bank of Russia. 2019. URL: http://www.cbr.ru/content/
document/file/87358/on_2020(2021–2022).pdf (accessed on 
10.11.2020).
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of the credit channel of the monetary policy 
transmission mechanism of the Bank of 
Russia using the vector autoregression 
model. Based on the results, the authors 
formulated recommendations for improving 
the effectiveness of monetary policy in Russia 
as a whole. A similar study was conducted 
by E. S. Fedorovskaya [12] for the percentage 
channel.

The issues of conducting the transmission 
mechanism channels are described in the 
publications by foreign authors. M. Hossain 
and W. F. Ibon [13] used an assessment of the 
conductance of various transmission channels 
to analyze the effectiveness of monetary 
policy in Bangladesh.

P. L. Siklosa and M. T. Bohlb [14] assessed 
the effectiveness of monetary policy in 
Germany by  analyzing  the  impact  of 
Bundesbank communications and interest 
rates on inflation, while E. D. Naiborhu [9] 
assessed the effectiveness of the credit 
channel of the transmission mechanism of 
monetary policy in Indonesia by simulating 
the growth of bank credit depending on 
monetary policy shocks.

M. Were et al. [7] assessed the effectiveness 
of monetary policy in Kenya based on 
modeling the interest rate and credit channels 
of the transmission mechanism. The authors 
assessed the transfer of momentum from 
interest rates to inflation and aggregate 
demand.

G. Lopez-Buenache [8] investigated the 
evolution of the transmission mechanism of 
monetary policy in the United States after the 
Great Recession by assessing the economy’s 
sensitivity to monetary policy shocks.

The effectiveness of the impact of interest 
rates on inflation in South Africa was 
examined by A. Iddrisu and I. P. Alagidede 
[15]. The authors assessed the conductivity 
of the interest rate and credit channel of the 
transmission mechanism of monetary policy 
using a vector autoregression model.

The effectiveness of monetary policy 
through the effectiveness of monetary 

instruments is also represented in the 
works by both Russian and foreign authors. 
For  instance, O. V. Gordyachkova and 
E. V. Romanova [16] investigated the impact 
of various instruments of monetary policy on 
inflation, M2 money supply and exchange rate.

Yu. V. Vsyakikh and M. A. Kochergin [11] 
assessed the effectiveness of monetary policy 
by finding a correlation between the key rate 
and inflation.

K. Primus [17] compared the effectiveness 
of direct and indirect instruments of monetary 
policy in Barbados, Jamaica, and Trinidad and 
Tobago. The author concluded that central 
banks in small open economies should 
consider using reserve requirements as an 
adjunct to interest rate policies to achieve 
their macroeconomic goals.

To sum up, we note that the effectiveness 
of one or more channels of the transmission 
mechanism means the effectiveness of the 
transmission mechanism itself, and not 
monetary policy as a whole. The correlation 
of the monetary instrument and the target 
of monetary policy implies the possibility of 
achieving the set goal using this instrument, 
but does not always mean that the goal will 
be achieved only through this instrument.

The third area of research is methods 
and tools for analyzing and assessing the 
effectiveness of monetary policy of central 
banks.

Within  th is  d i rect ion  S . E . Dubova 
and S. V. Kuznetsova [18]  developed a 
methodology for quantitative and qualitative 
assessment of the effectiveness of monetary 
policy using direct and indirect calculation 
methods. The direct method is determining 
the integral indicator, calculated by the 
point-weighted method, based on the need, 
target and economic effectiveness of the 
monetary policy. The goals of monetary 
policy are linked to macroeconomic goals 
that reflect the needs of the economy, and 
the dynamics of macroeconomic indicators 
is considered as criteria for the effectiveness 
of monetary policy. An indirect way is to 

G. G. Gospodarchuk, E. S. Zeleneva
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assess the effectiveness of monetary policy 
through the ratio of goals achieved to 
unattained goals.

Yu. Yu. Platonov and A. A. Terekhova [19] 
assess the effectiveness of monetary policy 
using indicators of the dynamics of the 
exchange rate, consumer price index and 
money supply. A similar approach based on 
dynamics indicators is used by P. V. Antonov 
and O. O. Zlobin [20]. They propose to assess 
the effectiveness of the monetary system by 
calculating and analyzing the dynamics of 
the credit and bank multiplier, as well as the 
monetization coefficient.

A. Tikhonov and A. Levenkov [21] use 
deviations of the GDP output gap, inflation 
rates, current account balance as a percentage 
of GDP, the ratio of the M3 aggregate to GDP 
and the systemic risk index from their average 
values in assessing the effectiveness of 
monetary policy [21]. The authors recommend 
assessing the effectiveness of a monetary 
policy based on a complex indicator, which 
includes particular indicators, normalized 
based on their standard deviations.

C. Pattipeilohy et al. [22] propose to 
use three-month interest rates to analyze 
monetary policy, which have a significant 
effect on the profitability of financial 
instruments, inflation and the output gap.

Generalization and systematization of 
publications in this area allows us to make the 
following conclusions.

First, the analysis and assessment of the 
effectiveness of monetary policy is based on 
the use of integral performance indicators 
calculated by the point-weighted method, 
which introduces an element of subjectivity in 
the calculation results.

Second, the analysis of effectiveness is 
suggested based on the methods designed to 
analyze trends in macroeconomic indicators 
and their stability, which does not correspond 
to the methodology of strategic management 
of the monetary sphere.

In general, the analysis of publications 
within all these areas helps identify the 

following main shortcomings in assessing the 
effectiveness of monetary policy of central 
banks:

•  identification of the goals of monetary 
policy with the goals of economic policy;

•  r e p l a c e m e n t  o f  t h e  c o n c e p t  o f 
effectiveness of monetary policy with the 
concepts of effectiveness of the transmission 
mechanism and the effectiveness of monetary 
instruments;

•  lack of methodological tools for assessing 
the effectiveness of monetary policy from 
the standpoint of strategic management in 
monetary circulation, followed by central 
banks.

Therefore, this study aims to develop 
sc ient i f ica l ly  based  and  easy-to-use 
m e t h o d o l o g i c a l  t o o l s  t o  c o n d u c t  a 
quantitative and qualitative assessment of the 
effectiveness of the monetary policy of central 
banks in the context of strategic management 
in monetary circulation.

REsEARCH METHODOlOGY
U n l i k e  t h e  d e f i n i t i o n s  o f  b u s i n e s s 
effectiveness, based mainly on the ratio 
of results and costs, the methodology for 
analyzing and assessing the effectiveness 
of monetary policy from the standpoint of 
strategic management in monetary circulation 
has a pronounced specificity. This specificity 
is due to the fact that policy is an element of 
management, and management effectiveness 
is the ability to create goals and mechanisms 
to achieve these goals. From this point of view, 
the use of the targeted approach makes the 
most sense comparing to approaches based 
on the dynamics of macroeconomic indicators 
or on the assessment of the effectiveness of 
individual channels and instruments of the 
transmission mechanism.

Applying the target approach involves 
selecting targets and establishing their 
target values for the future (as a rule, for the 
medium term), as well as comparing these 
target (planned) values with the actual level 
achieved.
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Choosing targets for monetary policy is 
defining its regime. Currently, we define the 
following monetary policy regimes:

1.  Inflation targeting aimed at price stability.2 
Here, the most important task is to select an 
inflation indicator and to determine its target 
level. Most countries use the consumer price 
index (CPI) as an inflation indicator, which 
includes the prices of a wide range of goods 
and services. The choice of this indicator as 
a target is due to the fact that, although the 
base consumer price index is less volatile and 
more susceptible to the influence of monetary 
policy measures, the consumer price index 
better characterizes the change in the cost of 
living, and its dynamics affects the formation of 
inflationary expectations of economic entities.

2.  Exchange  rate  target ing  impl ies 
stabilization of the national currency rate in 
relation to the currencies of other countries. 
The exchange rate of the national currency 
is supported by means of foreign exchange 
interventions by the central bank to achieve a 
certain price ratio in the domestic and foreign 
markets [23].

3.  Money targeting means setting medium-
term goals in the form of monetary aggregate 
values. It is acceptable in the case of a high 
proportion of monetary components in the 
structure of factors of economic and financial 
development of the state [24].

4.  Nominal  GDP targeting based on 
indicators of real GDP and inflation [25]. The 
main advantage of this regime is the ability to 
monitor macroeconomic indicators and the 
implementation of monetary policy according 
to the results of economic monitoring. Under 
the nominal GDP targeting, monetary policy 
should be consolidated with other types of 
economic policy to ensure economic growth.

5.  Targeting credit implies establishing 
a target value of the volume of credit or an 
increase in the total mass of credit resources 
[26, 27].

2 Central Bank of the Russian Federation. URL: https://cbr.ru/
DKP/ (accessed on 10.11.2020).

6.  I n t e r e s t  r a t e  t a r g e t i n g  m e a n s 
maintaining money market rates at a given 
level [28].

7.  Targeting without an explicit nominal 
anchor [29] means that central banks, along 
with monetary ones, apply other regimes, for 
example, targeting employment, economic 
growth, etc.3

Today’s most popular monetary policy 
regime is inflation targeting. It is used in 
41 countries, accounting for more than a third 
of global GDP. It is used by the central banks 
of Australia, Brazil, Great Britain, Russia, 
Japan, and others. Moreover, the Eurozone 
and the United States, which have not 
officially introduced inflation targeting, also 
set medium-term inflation targets. Including 
them, the share of countries setting target 
values for inflation reaches 75% of global GDP.4

Due to  the  var iety  of  regimes  and 
goals of monetary policy, we propose the 
following developed models to determine its 
effectiveness:

      

2 2 2
1 2 ...

1 nZ Z Z
E

n

+ + +
= − ,  (1)

where: Е is the index of the effectiveness of 
monetary policy;

Z is the indicator of deviation of the actual 
values of the target monetary policy indicator 
from its planned values, calculated for each 
target indicator by formula (2);

n is the number of monetary policy targets.

   max( , )

F P
Z

P

−=
β

,  (2)

3 Statement on Longer-Run Goals and Monetary Policy Strat-
egy. The Federal Reserve System. 2020. URL: https://www.
federalreserve.gov/monetarypolicy/review-of-monetary-
policy-strategy-tools-and-communications-statement-on-
longer-run-goals-monetary-policy-strategy.htm (accessed on 
25.10.2020).
4 Guidelines for  the  Single State Monetary Policy for 2020–
2022. Bank of Russia. 2019. URL: http://www.cbr.ru/content/
document/file/87358/on_2020(2021–2022).pdf (accessed on 
10.11.2020).
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where: F is the actual value of the monetary 
policy target indicator, %;

P is the planned value of the monetary 
policy target indicator, %;

β is the minimum value of target indicator P, 
determined by the measurement accuracy, %.

In models (1), (2), Z index can be either 
positive or negative. The sign of the indicator 
depends on the direction of the deviation. 
With no deviations Z = 0. Indicator E with no 
deviations from the plan is equal to 1, and 
it decreases with deviations. In theory, with 
large deviations from the plan, E can become 
less than zero, although in practice this 
situation looks anomalous. The square root 
is subtracted from one so that the highest 
effectiveness was 1, and the lowest one was 0.

In formula (2), β is used to adjust the 
target indicators whose target value is close 
or equal to zero. Since the planned value (P) 
of the target indicator (Z) is located in the 
denominator of formula (2), its value close 
or equal to zero will lead to an excessively 
strong influence of corresponding indicator 
Z on overall index E. It is better to use the 
measurement error as β indicator of the 
corresponding monetary policy target.

The scope of application of proposed 
models  (1) , (2)  i s  l imited  by  of f ic ia l 
quantitatively expressed goals of monetary 
policy. The quantitative expression of goals 
should be pointwise.

However, in fact, different options are used 
to quantify the objectives of monetary policy:

•  specific (point) target value;
•  target point with a range of permissible 

deviations;
•  target range.
For example, the point value of the inflation 

target is set by the central banks of Great 
Britain —  2%, Sweden —  2%, Japan —  2%. To 
emphasize the impossibility to achieve a goal 
with high precision, some inflation targeting 
central banks choose a point with a tolerance 
range or a target range as the type of goal. 
In this case, the range of acceptable values 
reaches (+2 pp), and the target range is within 

+4 pp.5 For instance, a specific inflation target 
value with a range of acceptable deviations is 
used by the central banks of Russia (4+1.5)%, 
Canada (2+1)%, Turkey (5+2)%, India (4+2)%, 
Brazil (4.5+2)%. The target range is used by 
the central banks of Israel (1–3)%, Australia 
(2–3)%, South Africa (3–6)%, Jamaica (4–6)%.

Regarding establishing inflation targets as a 
target range, there arises a problem to choose 
a point value of inflation. This problem can be 
solved by using the midpoint of the range as 
the target point value.

Proposed models (1), (2) provide for only a 
quantitative assessment of the effectiveness 
of monetary policy. To obtain a qualitative 
characteristic of effectiveness, we have 
developed a special rating scale (Table 1).

The rat ing scale  (Table  1 )  has  f ive 
options for qualitative characteristics of the 
effectiveness of monetary policy: high, good, 
satisfactory, low, ineffective, as well as criteria 
that allow the quantitative assessment of 
the effectiveness of monetary policy to be 
attributed to a particular qualitative level. 
The ranges of qualitative characteristics were 
created by dividing the maximum value of the 
quantitative assessment of the effectiveness of 
monetary policy (E = 100%) into 4 equal parts.

REsUlTs
The developed methodological toolkit was 
used to assess the effectiveness of monetary 
policy in developing (Russia, India, Brazil, 
Turkey) and developed (Sweden, Canada, Great 
Britain and Japan) countries 6 for 2014–2019. 
Appendices 1 and 2 provide the initial data for 
calculating the effectiveness of the monetary 

5 Guidelines for  the  Single State Monetary Policy for 2018–
2020. Bank of Russia. 2018. URL: https://www.cbr.ru/Content/
Document/File/48129 /on_2018(2019–2020).pdf (accessed on 
10.11.2020); Guidelines for  the Single State Monetary Policy 
for 2014–2016. Bank of Russia. 2013. URL: http://www.cbr.ru/
content/document/file/87373/on_2014(2015–2016).pdf. (ac-
cessed on 10.11.2020); Guidelines for  the  Single State Mon-
etary Policy for 2015–2017. Bank of Russia. 2015. URL: http://
www.cbr.ru/content/document/file/87372/on_2015(2016–
2017).pdf (accessed on 10.11.2020).
6 IMF. URL: https://www.imf.org/external/index.htm (accessed 
on 25.10.2020).
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policy of these countries. The countries were 
chosen by the presence of quantitatively 
expressed goals in the monetary policy of 
their central banks. The analysis period was 
determined by the availability of the data 
used in the calculations. The calculation of 
the effectiveness of monetary policy was 

carried out using models (1), (2). β index was 
conventionally taken for 1.0%.

Fig. 1 shows the dynamics of the index 
of the effectiveness of monetary policy in 
developing countries.

Fig. 1 shows a decrease in the effectiveness 
of monetary policy in Russia and Brazil in 

Table 1
scale of qualitative assessment of the effectiveness of monetary policy

Effectiveness levels of monetary policy Criteria for the effectiveness of monetary policy, %

High 75 < E ≤ 100

Good 50 < E ≤ 75

Satisfactory 25 < E ≤ 50

Low 0 < E ≤ 25

Ineffective E ≤ 0

Source: compiled by the authors.

 

2014 2015 2016 2017 2018 2019
Russia ‐27.00% ‐86.89% 65.25% 62.75%                 93.50%                   76.00%
India 79.38% 97.83% 76.50% 62.25%                 78.50%               8.50%
Brazil 59.56% ‐0.67% 6.00% 76.44%                 81.33%                   82.89%
Turkey 23.00% 46.60% 44.60% ‐22.80%                126.60%                103.40%

‐150.00%

‐100.00%

‐50.00%

0.00%

50.00%

100.00%

150.00%

Fig. 1. Effectiveness of the monetary policy in Russia, India, brazil and Turkey in 2014–2019
Source: compiled by the authors based on data from the Bank of Russia and the World Bank. URL: http://www.cbr.ru/content/document/

file/87358/on_2020(2021–2022).pdf; https://www.worldbank.org/ (accessed on 10.11.2020).
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2015, caused by the fall in energy prices and 
the devaluation of the national currency. Later, 
as the negative influence of external factors 
decreased and the decisions of central banks 
on stabilizing prices were implemented, the 
effectiveness of monetary policy in these 
countries began to increase and reached a 
high level by the end of the period (Table 2).

India and Turkey showed the opposite 
dynamics. In India, the effectiveness index 
remained at a good and high level until 2019. 
This is due to the fact that in 2014, India just 
started to make the transition to the inflation 
targeting regime and outlined realistic targets 
to achieve the inflation target: 8% for 2014, 6% 
for 2015 and 4% for 2016.7 A flexible approach 
to monetary policy goals made it possible to 
keep inflation close to the established target 
values. However, in 2019, the Bank of India’s 
monetary policy effectiveness index dropped 
to 8.5%. This was due to heavy rains that 
destroyed a significant part of the crop. The 
weather conditions provoked a sharp rise 

7 Report of the Expert Committee to Revise and Strengthen the 
Monetary Policy Framework. Reserve Bank of India. 2014. URL: 
https://www.rbi.org.in/Scripts/PublicationReportDetails.
aspx? UrlPage=&ID=743 (accessed on 10.11.2020).

in retail prices, which could not be held by 
monetary instruments.

In Turkey, the effectiveness index of 
monetary policy was low throughout the 
analyzed period. Due to a sharp decline in 
2016, it went into the negative zone. The 
effectiveness index reached its minimum 
value in 2018. The maximum deviation of the 
actual inflation values from the target level 
took place in October 2018 (about 20 p. p.). 
The reasons for the significant acceleration 
of inflation in 2018 were both external and 
internal factors. In particular, in August 
2018, there was a sharp weakening of the lira 
(in 2018, its exchange rate fell by 40%) amid 
the trade conflict with the United States and 
capital outflow from emerging markets.

F i g . 2  s h ow s  t h e  d y n a m i c s  o f  t h e 
effectiveness index of monetary policy in 
developed countries.

The graphical analysis (Fig. 2) shows a 
decline in the effectiveness of monetary 
policy in 2015, followed by its recovery in 
Canada, the United Kingdom and Japan. 
The low effectiveness of monetary policy in 
these countries was associated not with high 
inflation, as in developing countries, but, on 

Table 2
Qualitative assessment of the effectiveness of the monetary policy in Russia, India, brazil and Turkey  

in 2014–2019

Russia india brazil Turkey

2014 Ineffective High Good Low

2015 Ineffective High Ineffective Satisfactory

2016 Good High Low Satisfactory

2017 Good Good High Ineffective

2018 High High High Ineffective

2019 High Low High Ineffective

Source: compiled by the authors based on data from the Bank of Russia and the World Bank. URL: http://www.cbr.ru/content/document/

file/87358/on_2020 (2021–2022).pdf; https://www.worldbank.org/ (accessed on 10.11.2020).
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2014 2015 2016 2017 2018 2019
Sweden ‐9.00% ‐2.00% 49.00% 89.50%               97.50%               89.00%
Canada 95.00% 56.00% 71.00% 79.50%              87.00%               97.00%
United Kingdom 72.50% 18.00% 50.00% 72.50%               85.50%               86.50%
Japan 62.00% 39.50% ‐5.50% 23.00%               49.00%               39.50%

‐20.00%

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

120.00%

Fig. 2. Effectiveness of the monetary policy in sweden, Canada, the UK and Japan in 2014–2019
Source: compiled by the authors based on data from the Bank of Russia and the World Bank. URL: http://www.cbr.ru/content/document/

file/87358/on_2020(2021–2022).pdf; https://www.worldbank.org/ (accessed on 10.11.2020).

Table 3
Qualitative assessment of the effectiveness 

of the monetary policy in sweden, Canada, Great britain and Japan in 2014–2019

sweden canada uK Japan

2014 Ineffective High Good Good

2015 Ineffective Good Low Satisfactory

2016 Satisfactory Good Satisfactory Ineffective

2017 High High Good Low

2018 High High High Satisfactory

2019 High High High Satisfactory

Source: compiled by the authors based on data from the Bank of Russia and the World Bank. URL: http://www.cbr.ru/content/document/

file/87358/on_2020(2021–2022).pdf; https://www.worldbank.org/ (accessed on 10.11.2020).
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the contrary, with excessively low growth 
rates of consumer prices and even deflation. 
For example, in Japan, inflation remained 
below 1% from 2015 to 2019, with a target of 
2%. Against the general background, there 
is a steady growth in the Bank of Sweden’s 
monetary policy effectiveness index, which, 
from negative values at the beginning of the 
analyzed period, managed to reach a high 
level in 2017. The effectiveness of the Bank 
of Japan’s monetary policy, on the contrary, 
decreased from “Good” in 2014 to “Low” in 
2017 (Table 3). In subsequent years, the Bank 
of Japan’s monetary policy effectiveness index 
began to rise slowly, but in 2019 it did not 
manage to reach the 2014 level.

T h e  c o m p a r a t i v e  a n a l y s i s  o f  t h e 
effectiveness of monetary policy in developed 
and developing countries shows that the best 
results in 2019 were achieved by Canada —  
97.0%, Sweden —  89.0%, Great Britain —  86.5%, 
Brazil —  82, 89%, and Russia —  76.0%. These 
indicators demonstrate the best practices 
in implementing monetary policy, therefore, 

they require careful consideration with a view 
to further replication in countries with a low 
level of effectiveness of strategic management 
in monetary circulation.

Thus, the proposed methodological 
toolkit, designed to analyze and evaluate the 
effectiveness of monetary policy in different 
countries, can be used for the same purposes 
within countries in the context of their 
territorial entities. Applying these tools to the 
analysis of the effectiveness of the monetary 
policy of the Bank of Russia in the context of 
federal districts made it possible to identify 
territorial imbalances in achievement of 
inflation targets (Table 4).

Table 4  shows that in 2019, the Far 
Eastern Federal District achieved the best 
effectiveness indicators of monetary policy. 
This was facilitated by government measures 
aimed at developing the economy of this 
district. The implementation of government 
support measures led to an increase in 
lending activity in the real sector of the 
economy and an increase in effective demand 

Table 4
Territorial differentiation of the effectiveness of the monetary policy of the bank of Russia in 2019

Indicator
Central 
Federal 
District

Northwestern 
Federal 
District

southern 
Federal 
District

North 
Caucasian 

Federal 
District

Volga 
Federal 
District

Ural 
Federal 
District

siberian 
Federal 
District

Far 
Eastern 
Federal 
District

Inflation target 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0

Actual inflation 3.0 3.0 2.7 3.2 2.7 3.1 3.6 3.9

Monetary policy 
effectiveness 
index

0.75 0.75 0.68 0.80 0.68 0.78 0.90 0.98

Monetary policy 
effectiveness 
level

Good Good Good High Good High High High

Source: compiled by the authors based on data from the Bank of Russia and the World Bank. URL: http://www.cbr.ru/content/document/

file/87358/on_2020 (2021–2022).pdf (accessed on 10.11.2020).
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for goods and services at a faster pace than in 
other districts.

Less significant results were shown by the 
Southern and Volga Federal Districts. Despite 
the fact that the effectiveness of monetary 
policy in these districts was good, an increase 
in the monetary policy effectiveness index 
there would make it possible to raise the 
effectiveness of the monetary policy of the 
Bank of Russia on a national scale.

CONClUsIONs
Monitoring the effectiveness of monetary 
policy of central banks plays an important 
role in the strategic management in monetary 
circulation. Improving the assessment of the 
effectiveness of monetary policy is of both 
scientific and practical interest. However, the 
analysis of scientific research revealed the 
lack of methodological tools that would allow 
assessing the effectiveness of monetary policy 
from the standpoint of strategic management 
of the monetary sphere, which is followed by 
central banks.

In this regard, the study aimed to develop 
scientifically grounded and easy-to-use 
methodological tools to conduct an objective 
quantitative and qualitative characteristic of 
the effectiveness of monetary policy of central 
banks in the context of strategic management 
in monetary circulation.

We developed a method for quantifying the 
effectiveness of the monetary policy based on 
the calculation of the effectiveness index. The 
effectiveness index is an integral indicator 
that includes private effectiveness indices 
corresponding to individual monetary policy 
objectives. We also developed criteria for a 
qualitative assessment of the effectiveness of 

the monetary policy of central banks, which 
make it possible to group countries and their 
territorial entities by levels of effectiveness. 
Thus, the study develops the theory and 
methodology  of  the  e f fect iveness  o f 
management systems when choosing criteria 
and methods for the overall assessment of the 
effectiveness of monetary management.

The novelty of the study is in the targeted 
approach to the analysis and assessment of 
effectiveness of monetary policy of central 
banks, corresponding to the methodology of 
strategic management in monetary circulation. 
This approach involves selecting targets and 
establishing their future target values, as well 
as comparing these target (planned) values 
with the actually achieved level. This approach 
makes it possible to obtain a comprehensive 
objective assessment of effectiveness, 
regardless of the variety of strategic goals 
of monetary policy and their development 
mechanisms in different countries.

Based on a  targeted approach, the 
methodological toolkit is objective, since 
it relies on official data from central banks, 
international financial organizations and 
statistics bodies in the public domain. For 
the same reason, it becomes available for 
analytical use by a wide range of stakeholders.

In general, the results of the empirical 
study confirmed the applicability of the 
developed tools for analyzing and assessing 
the effectiveness of monetary policy of central 
banks. If used at the global and national levels 
of monetary management, it will allow for 
identifying the best practices in implementing 
monetary policy and recommending them in 
countries with low effectiveness of strategic 
monetary management.
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Appendix 2
source data for calculating the monetary policy 

effectiveness in developed countries

sweden

Year Inflation target, % Actual inflation, %

2014 2.00 –0.18

2015 2.00 –0.04

2016 2.00 0.98

2017 2.00 1.79

2018 2.00 1.95

2019 2.00 1.78

canada

Year Inflation target, % Actual inflation, %

2014 2.00 1.90

2015 2.00 1.12

2016 2.00 1.42

2017 2.00 1.59

2018 2.00 2.26

2019 2.00 1.94

uK

Year Inflation target, % Actual inflation, %

2014 2.00 1.45

2015 2.00 0.36

2016 2.00 1.00

2017 2.00 2.55

2018 2.00 2.29

2019 2.00 1.73

Japan

Year Inflation target, % Actual inflation, %

2014 2.00 2.76

2015 2.00 0.79

2016 2.00 –0.11

2017 2.00 0.46

2018 2.00 0.98

2019 2.00 0.79

Source: compiled by the authors based on data from the Bank of Russia 

and the World Bank. URL: http://www.cbr.ru/content/document/

file/87358/on_2020(2021–2022).pdf; https://www.worldbank.org/ 

(accessed on 10.11.2020).

Appendix 1
source data for calculating the monetary policy 

effectiveness in developing countries

Russian Federation

Year Inflation target, % Actual inflation, %

2014 5.00 11.35

2015 4.50 12.91

2016 4.00 5.39

2017 4.00 2.51

2018 4.00 4.26

2019 4.00 3.04

india

Year Inflation target, % Actual inflation, %

2014 8.00 6.35

2015 6.00 5.87

2016 4.00 4.94

2017 4.00 2.49

2018 4.00 4.86

2019 4.00 7.66

brasil

Year Inflation target, % Actual inflation, %

2014 4.50 6.32

2015 4.50 9.03

2016 4.50 8.73

2017 4.50 3.44

2018 4.50 3.66

2019 4.50 3.73

Turkey

Year Inflation target, % Actual inflation, %

2014 5.00 8.85

2015 5.00 7.67

2016 5.00 7.77

2017 5.00 11.14

2018 5.00 16.33

2019 5.00 15.17

Source: compiled by the authors based on data from the Bank of Russia 

and the World Bank. URL: http://www.cbr.ru/content/document/

file/87358/on_2020(2021–2022).pdf; https://www.worldbank.org/ 

(accessed on 10.11.2020).
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INTRODUCTION
Grants for intergovernmental equalization in 
the regions are the most significant element 
of the system of intergovernmental grants 
in the Russian Federation. The method of 
distributing equalizing grants considers many 
factors that objectively affect the differences 
in income opportunities and expenditure 
needs of territories. The aim of providing 
this transfer is to smooth out inter-territorial 
dif ferences in  the intergovernmental 
equalization of regions and in the availability 
of budgetary services for their population. In 
domestic and foreign scientific studies, they 
often ask if intergovernmental equalization 
does not conflict with stimulating the 
economic development of regions [1–3]. The 
answer is ambiguous, since the proportion 
between the volumes of equalizing and 
stimulating financial assistance is a matter of 
political choice and, as a rule, is established 
by means of “manual adjustment” based 
on both long-term national priorities and 
current challenges [1]. Most of the Russian 
studies show that, within the framework of 
the current method of distributing equalizing 
subsidies, the regions retain incentives to 
develop their own income base [4, 5]; the 
mechanism of intergovernmental equalization 
as a whole does not create dependency in 
the regions. The available works downplay 
individual parameters of the formula for 
distributing the equalizing transfer, which 
can potentially play the role of disincentives. 
This refers to indicators, whose value change 
leads to an increase in the amount of grants, 
but adversely affects the socio-economic 
development of the region as a whole. If 
the value of this indicator depends on the 
actions of the territorial authorities, then 
the latter may have incentives for ineffective 
behavior. This is called the “gaming effect” 
in the scientific literature [6]. In this context, 
the indicator that is used for distributing 
equalizing grants to compare the transport 
accessibility of territories, the length of roads 
and railways, should be analyzed in detail.

Considering the Spatial Development 
Strategy of the Russian Federation,1 Decrees of 
the President of the Russian Federation No. 13 

“On approval of the Fundamentals of the State 
Policy of Regional Development of the Russian 
Federation for the Period up to 2025” dated 
January 16, 2017 and No. 204 “On National 
Goals and Strategic Development Objectives 
Of the Russian Federation for the period up 
to 2024” dated May 7, 2018, infrastructural 
development of territories is especially urgent. 
In particular, the strategic documents pay great 
attention to road facilities, reconstruction and 
construction of the transport network. To solve 
the set tasks, a system of national projects and 
activities has been developed and appropriate 
financial support is provided. According to 
the current formula for distributing grants 
for intergovernmental equalization in the 
constituent entities of the Russian Federation, 
the development of the transport system in a 
number of regions and an increase in the length 
of roads and railways can lead to a decrease 
in assessing the cost of budgetary services 
and, as a consequence, to a reduction of these 
grants. Thus, a conflict may arise between the 
goals of national policy —  intergovernmental 
equalization and stimulation of territories 
with low transport accessibility, as a result, 
the regional authorities will lack motivation 
to develop the road sector. On the other hand, 
disincentives may be insignificant and may not 
affect political decisions at the sub-federal level. 
Assessing this problem requires appropriate 
calculations. The results will allow to conclude 
if there are any disincentives for infrastructure 
development in the current methodology for 
intergovernmental equalization of regions.

THE DETAIls OF TRANsPORT ROUTEs 
IN THE CURRENT FORMUlA OF 

INTERGOVERNMENTAl EQUAlIZATION
Transport accessibility is an important factor 
that determines the differences in the cost 

1 Spatial development strategy of the Russian Federation for 
the period up to 2025. Approved by the order of the Govern-
ment of the Russian Federation dated 13.02.2019 No. 207-r.
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of budget services in different regions. The 
absence or poor quality of the road network 
and transport infrastructure creates additional 
costs and increases expenditure obligations 
of the budget sector. Indicators of transport 
accessibility are used when assessing the 
expenditures of territories for the purpose 
of intergovernmental regulation in the USA 
and Canada [7], Australia, Switzerland, Spain, 
India [8].

We will now look at how the coefficient 
of transport accessibility is considered in 
the current Russian method of distributing 
grants to equalize the budgetary provision of 
regions.2

T h e  v o l u m e  o f  e q u a l i z i n g  g r a n t s 
of a constituent entity of the Russian 
Federation depends on the ratio of the tax 
potential index (an indicator that measures 
differences in the income opportunities 
of territories per capita) and the budget 
expenditures index (an  indicator that 
measures intergovernmental differences 
in specific expenditure requirements). The 
budget expenditure index is calculated 
a s  t h e  we i g h t e d  a ve r a g e  s u m  o f  t h e 
indices of wages, the cost of housing and 
communal services and prices, with the 
last two components additionally indexed 
by the indicator (1 + TAC), where TAC is 
the transport accessibility coefficient. The 
transport accessibility coefficient for the 
i-th region is calculated by formula (1):

  3 2* * 1 *AC REMi i
i i

ave ave

D R
T N

D R

   
= − +   

   
,  (1)

where  iD  and aveD  are  the  density  of 
permanent transport routes (railways and 
paved roads) in the i-th constituent entity 
of the Russian Federation and on average 

2 The methodology was approved by the Decree of the Govern-
ment of the Russian Federation of November 22, 2004 No. 670 
“On the distribution of grants for equalizing the budgetary 
provision of the constituent entities of the Russian Federa-
tion”.

throughout the country, respectively, at the 
end of the last reporting year;

REM
iN  is the proportion of the population 

in  the  i-th  const i tuent  ent i ty  of  the 
Russian Federation that lives in areas with 
limited periods of delivery of goods and in 
mountainous areas, in the resident population 
of this constituent entity at the end of the 
last reporting year; at the same time, an 
additional cost weighting factor of 0.5 is 
applied to the population of the region living 
in mountainous regions, and a weighting 
factor of 1.2 is applied to the population living 
in areas with limited delivery times;

iR  and aveR  is the share of rural settlements 
that have no connections on hard-surface 
roads and which are not provided with 
a connection with the nearest railway 
station, sea or river port, airport, in the i-th 
constituent entity of the Russian Federation 
and in the total number of rural settlements 
in national average, respectively, at the end of 
the last reporting year.

The ratio i

ave

R

R
 is considered zero for all 

constituent entities of the Federation, except 
the regions where more than half of the 
population lives in areas with limited periods 
for the delivery of goods and in mountainous 
areas, and the share of rural settlements that 
have no connection by hard-surface roads and 
do not provided with communication with the 
nearest railway station, sea or river port, 
a irport , in  the total  number  of  rural 
settlements is more than twice the national 
average.

The density of transport routes ( iD  and 

aveD ) is calculated as the total length of 
permanent transport routes (railways and 
paved roads), referred to the area of the 
corresponding constituent entity of the 
Russian Federation. The maximum value of

 ratio i

ave

D

D
 is limited to 1, i. e. in relation to 
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regions with a density of permanent transport 
routes higher than the national average, this 
parameter in the formula for calculating the 
transport accessibility coefficient is considered 
to be 1.

To calculate the distribution of grants 
for equalizing budgetary provision to the 
constituent entities of the Russian Federation in 
2020, the transport accessibility coefficient TAC 
is equal to 0 for 49 of 85 Russian regions.3 TAC 
maximum value is in the Chukotka Autonomous 
District (9.640). Table 1 shows the nonzero 
values of TAC in Russian regions in 2020.

EFFECT OF THE lENGTH OF THE 
ROAD NETWORK ON THE VOlUME OF 

EQUAlIZING GRANTs TO REGIONs
We will now see how changes in the length of 
transport routes affect the amount of grants 
to regions.

Further analysis applies only to the part 
of the grants, which is determined based on 
the estimated level of budgetary provision, 
i. e. the ratio of the tax potential index 
and the budget expenditure index. We do 
not consider the compensatory part of the 
subsidy, which is distributed considering the 
previously approved volumes and established 
restrictions on the maximum reduction or 
increase in the size of the transfer. Also, the 
part of the grant that depends on the “model 
budget” is not considered. The estimate of 
expenditure obligations of the constituent 
entities, since the initial data for reproducing 
this calculation (registers of expenditure 
obligations of the constituent entities of the 
Russia and municipalities) are not available. 
In 2020, the amount distributed among the 
Russian regions based on the estimated 
budgetary provision amounted to 502,506,441 
thousand roubles, which corresponds to 70% 
of the approved equalizing grant.

Our further calculations are based on a 
simulation model built in Microsoft Excel, 

3 Ministry of Finance of Russia. URL: https://minfin.gov.
ru/ru/perfomance/regions/mb/mb2020_2022/ (accessed on 
08.10.2020).

which reproduces the distribution of grants 
for equalizing the budgetary provision of the 
constituent entities of the Russian Federation 
for 2020 in accordance with the initial data 
and distribution results posted on the official 
website of the Ministry of Finance of Russia.4 
We considered the effect of the increase 
in the length of railways and paved roads 
on the value of the equalizing grant of the 
constituent entities of the Russian Federation. 
The mechanism is as follows: an increase 
in the length of transport routes leads, in 
accordance with formula (1), to a decrease in 
TAC, which, in turn, leads to a decrease in the 
budget expenditures index. In other words, 
the methodology assumes that improving 
transport accessibility leads to a relative 
reduction in the cost of budget services, and 
as a result, to a decrease in the region’s need 
for grants.

Note that the grant is sensitive to changes 
in the length of roads not for all regions with 
a nonzero transport accessibility coefficient. 
First, we can exclude donor regions that do 
not receive grants for equalizing budgetary 
provision. These are the Komi Republic, the 
Murmansk region, the Nenets Autonomous 
District, the Tyumen region, the Khanty-Mansi 
Autonomous District —  Yugra, the Yamalo-
Nenets Autonomous District, the Krasnoyarsk 
region, and the Sakhalin region. Second, an 
increase in the length of the road network 
will in no way affect the size of the transfer to 
regions where the density of transport routes 
is equal to or exceeds the average Russian 
one. According to Table 1, these subjects 
include the Republic of Karelia, all regions of 
the Southern and North Caucasian Federal 
Districts, the Perm region, the Chelyabinsk 
region, the Republic of Khakassia, the Altai 
region, the Kemerovo region —  Kuzbass, the 
Primorsky Krai and the Jewish Autonomous 
District. For these regions, the transport 
accessibility coefficient is determined by other 

4 Ministry of Finance of Russia. URL: https://minfin.gov.
ru/ru/perfomance/regions/mb/mb2020_2022/ (accessed on 
08.10.2020).
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Table 1
Values of the coefficient of transport accessibility and indicators of the length of transport routes  

of the constituent entities of the Russian Federation in 2020 (for regions with TAC > 0)

Constituent entity of the Russian Federation
Transport 

accessibility 
coefficient (TAC)

length of railways and 
paved roads, km

Density of transport 
routes in average for 

Russia

Republic of Karelia 0.0138 14 083 1.000
Republic of Komi 0.3862 9 354 0.302
Arhangelsk region 0.2048 16 490 0.537
Murmansk region 0.0680 4 775 0.443
Nenets Autonomous District 3.5500 274 0.021
Republic of Adygea 0.0388 4 916 1.000
Krasnodar region 0.0311 42 839 1.000
Republic of Dagestan 0.1788 21 695 1.000
Republic of Ingushetia 0.2166 3 154 1.000
Kabardino-Balkar Republic 0.1264 8 015 1.000
Karachay-Cherkess Republic 0.3290 5 323 1.000
Republic of North Ossetia —  Alania 0.1920 6 539 1.000
Chechen Republic 0.0751 14 566 1.000
Stavropol region 0.0495 22 145 1.000
Perm region 0.0128 27 029 1.000
Tyumen region 0.0476 15 482 1.000
Chelyabinsk region 0.0006 24 189 1.000
Khanty-Mansi Autonomous District —  Yugra 0.2576 18 533 0.466
Yamalo-Nenets Autonomous District 1.5806 7 369 0.129
Altai Republic 0.8237 4 590 0.664
Tyva Republic 0.3943 3 598 0.287
Republic of Khakassia 0.0351 6 706 1.000
Altai region 0.0067 38 466 1.000
Krasnoyarsk region 0.4014 31 138 0.177
Irkutsk region 0.0647 30 320 0.526
Kemerovo region —  Kuzbass 0.0011 20 778 1.000
Tomsk region 0.4490 10 331 0.442
Republic of Buryatia 0.4109 10 765 0.412
Republic of Sakha (Yakutia) 3.1349 14 046 0.061
Transbaikal region 0.2110 17 536 0.664
Kamchatka Krai 3.7385 2 144 0.287
Primorsky Krai 0.0764 17 930 1.000
Khabarovsk region 0.3571 14 850 0.253
Amur region 0.1885 15 843 0.589
Magadan region 3.4062 2 778 0.081
Sakhalin region 0.3417 3 359 0.519
Jewish Autonomous District 0.3368 3 010 1.000
Chukotka Autonomous District 9.6405 922 0.017

Source: Ministry of Finance of the Russian Federation. URL: https://minfin.gov.ru/ru/perfomance/regions/mb/mb2020_2022/ (accessed 

on 08.10.2020).

bUDGET sTRATEGY



27financetp.fa.ru

factors —  first of all, the size of the population 
living in areas with a limited time for the 
delivery of goods and mountainous areas.

Table 2 shows the results of simulation 
calculations assessing the impact of an 
increase in the length of roads on the volume 
of equalizing transfer of the regions where 
this factor is significant.

The calculations show that the volume 
of the equalizing transfer is most sensitive 
to changes in the length of transport routes 
in such constituent entities of the Russian 
Federation as the Altai Republic, the Tyva 
Republic, the Republic of Buryatia, the 
Republic of Sakha (Yakutia), the Transbaikal 
region and the Kamchatka Krai.

The Fig. shows the visual results of the 
simulation calculations of the impact of the 
length of roads on the transfer volume. The 
example of individual regions demonstrates 
how the value of the equalizing grant changes 
due to the increase in the length of transport 
routes, all other things being equal. The 
horizontal segment marked with a solid 
line corresponds to the real length of paved 
roads in the constituent entity of the Russian 
Federation at the end of 2019. The dotted 
line shows the dependence of the equalizing 
transfer volume on the length of roads based 
on simulation calculations.

The graph shows that the nature of the 
dependence of the transfer volume on the 

Table 2
Impact of changes in the road length of the constituent entities of the Russian Federation  

on the volume of equalizing grants in 2020 (for granted regions with the density of transport routes 
below the average in Russia)

Constituent entity of the Russian 
Federation

Grant amount, 
thousand roubles

Changes in grants with 
an increase in the length 
of roads by 1%, thousand 

roubles

Changes in grants with 
an increase in the length 

of roads by 100 km, 
thousand roubles

Arhangelsk region 4 471 062 –4 971 –3 015

Altai Republic 7 370 334 –27 778 –60 517

Tyva Republic 16 303 284 –4 665 –12 966

Irkutsk region 841 950 –2 543 –839

Tomsk region 3 377 051 –6 472 –6 265

Republic of Buryatia 17 887 968 –23 093 –21 452

Republic of Sakha (Yakutia) 44 977 512 –29 877 –21 271

Transbaikal region 6 674 538 –19 832 –11 310

Kamchatka Krai 33 424 354 –13 557 –63 224

Khabarovsk region 4 184 607 –3 627 –2 443

Amur region 2 125 712 –3 580 –2 260

Magadan region 1 962 071 –1 451 –5 224

Chukotka Autonomous District 8 372 845 –1 906 –20 658

Source: author’s calculations based on a simulation model.
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length of transport routes is not uniform. 
On the example of the Altai Republic and 
the Tyva Republic, one can see how the 
decreasing function becomes a constant 
(in Fig. 1, the corresponding segments of the 
graph are shown by the dotted line). This 
switch in the function behavior takes place 
when the density of transport routes in the 
region reaches the average Russian level. 
According to formula (1), after that the length 
of roads do not affect the TAC value, and, as a 
consequence, the grant value.

By means of a simulation model, we will 
estimate how long the length of paved roads 
in each region should be, so that the density 

of transport routes becomes equal to the 
average Russian level. We will calculate the 
amount of grants for equalizing budgetary 
provision, corresponding to this indicator 
of the length of roads. Thus, we will find the 
maximum possible level of transfer reduction 
for each region, due to the increase in the 
length of transport routes. Table 3 presents 
the calculation results.

Based on the calculation results in Table 3, 
we can divide the constituent entities of 
Russia into three conditional groups.

The first group includes the Arkhangelsk 
region, the Altai Republic, the Irkutsk region, 
the Transbaikal region and the Amur region. 
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Table 3
Maximum possible impact of the increase in the length of roads on the volume of equalization grant  

in the regions in 2020

Constituent 
entity of 

the Russian 
Federation

How long should the 
roads be for the density 
of transport routes to 

be equal to the average 
Russian?

How many 
kilometers 
should the 
length of 

the roads be 
increased?

How many % 
should the 
length of 
roads be 

increased?

What 
will the 

transfer be 
like?

Change  
in transfer, 
thousand 
roubles

Transfer 
change, %

Arhangelsk 
region

28 957 12 468 76% 4 033 826 –437 236 –9%

Altai Republic 6910 2319 51% 5 960 176 –1 410 158 –18%

Tyva Republic 12 540 8942 249% 15 138 826 –1 164 458 –6%

Irkutsk region 55 134 24 814 82% 612 118 –229 832 –27%

Tomsk region 23 039 12 707 123% 2 551 071 –825 980 –24%

Republic of 
Buryatia

24 903 14 138 131% 14 563 527 –3 324 441 –18%

Republic of 
Sakha (Yakutia)

228 808 214 762 1529% 9 139 101 –35 838 412 –79%

Transbaikal 
region

29 724 12 188 70% 5 007 522 –1 667 016 –24%

Kamchatka Krai 34 530 32 386 1510% 12 606 398 –20 817 956 –62%

Khabarovsk 
region

56 436 41 586 280% 3 106 707 –1 077 900 –25%

Amur region 23 997 8154 51% 1 871 427 –254 285 –11%

Magadan region 34 395 31 618 1138% 308 380 –1 653 690 –84%

Chukotka 
Autonomous 
District

53 659 52 737 5717% 550 391 –7 822 454 –93%

Source: author’s calculations based on a simulation model.
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For these regions, the density of transport 
routes will reach the average Russian level 
with an increase in the length of paved roads 
by 1–1.5 times. The reduction in grants ranges 
from 9% (Arkhangelsk region) to 27% (Irkutsk 
region).

The second group is the Tyva Republic, the 
Republic of Buryatia, the Tomsk region, the 
Khabarovsk region. To achieve the average 
Russian density of transport routes in these 
regions, one should increase the existing road 
network by 2–4 times, while the reduction in 
the transfer will be from 6% (Tyva Republic) to 
25% (Khabarovsk region).

Finally, the third group includes the 
Republic of Sakha (Yakutia), Magadan region, 
Kamchatka Krai and Chukotka Autonomous 
District —  the regions experiencing the 
greatest deficit in transport infrastructure. For 
these entities, the length of transport routes 
has the most significant effect on the volume 
of the equalizing transfer. Table 3 shows that 
with a hypothetical increase in the coverage of 
the road network to the average Russian level, 
they will lose from 62% to 93% of equalizing 
grants. However, this requires an increase in 
the length of transport routes by 10–15 times, 
which seems unreal in the medium term.

CURRENT ROAD NETWORK 
DEVElOPMENT IN THE REGIONs AND 

THE FINANCIAl sIGNIFICANCE OF 
DIsINCENTIVEs

We will now consider the real dynamics of 
road construction in the regions over the past 
5 years (2015–2019).

According to Rosstat,5 the length of hard-
surface roads over the past five years in Russia 
has grown by 6%, with an average annual 
growth rate of 1.2%. For the considered group 
of regions, the maximum average annual 
increase in the length of transport routes is 
in the Chukotka Autonomous District (6%). In 
the Republic of Buryatia, the Kamchatka Krai 

5 Federal Service of State Statistics. Transport. Length of com-
munication lines and road infrastructure facilities. URL: htt-
ps://rosstat.gov.ru/folder/23455 (accessed on 07.10.2020).

and the Amur Region, this indicator was 2%. It 
was 1% on average per year in the Republic of 
Sakha (Yakutia), the Altai Republic, the Tyva 
Republic, Irkutsk and Magadan regions, and 
less than 1% in the Arkhangelsk, Tomsk and 
Transbaikal regions. Comparing these data 
with the simulation calculations from Table 2 
shows that in all the regions, the average 
annual increase in the length of roads as those 
for the past 5 years, can lead to a decrease in 
the transfer by no more than 1%. Such losses 
are clearly insufficient to affect the priorities 
of regional policy. There is no empirical 
relationship between the activity of road 
construction and the elasticity of the amount 
of grants along the length of the roads. Thus, 
the Republic of Buryatia and the Kamchatka 
Krai show the pace of road construction above 
the national average, despite the relatively 
high sensitivity of grants to the length of 
transport routes.

The analysis of indicators of national and 
regional projects, as well as state programs 
of the constituent entities of the Russian 
Federation, shows that in the near future, the 
planned road constructions in the constituent 
entities under consideration is significantly 
lower than required to reduce the financial 
assistance from the federal budget by at least 
1% per year. National projects do not focus 
on building new transport routes, but on the 
overhaul and reconstruction of the existing 
road network, which, of course, is a priority 
task today: the share of roads that meet 
regulatory requirements in the Far Eastern 
Federal District is only 37%, in the Siberian 
Federal District —  43%, in the Northwestern 
Federal District —  38%.6

In 2020, the investment activity of the 
regions decreased to a minimum due to the 
crisis caused by the coronavirus pandemic. 
Therefore, we have reason to assume that 
in the near future, the effect of reducing 

6 Rosstat data, end of 2019, the Federal State Statistics Service. 
Transport. Length of communication lines and road infra-
structure facilities. URL: https://rosstat.gov.ru/folder/23455 
(accessed on 07.10.2020).
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grants from road construction will not have a 
significant impact on the behavior of regional 
authorities. However, disincentives become 
actual during large-scale road construction, 
associated with an increase in the length of 
transport routes in hard-to-reach regions by 
1.5 times or more relative to the current level.

WHAT HAPPENs IF WE EXClUDE ROAD 
lENGTH FROM INTERGOVERNMENTAl 

EQUAlIZATION?
Imagine, that the length of  transport 
routes will no longer be considered when 
calculating grants for equalizing budgetary 
provision. To do this, we must eliminate 
the first multiplier from formula (1). This 
change will  automatically remove the 
problem of disincentives. However, what 

are the consequences for the volume of the 
transfer? Table 4 presents the corresponding 
calculations.

The calculations show that excluding 
the road length from the methodology for 
calculating grants will lead to large-scale 
losses in the transfer of most of these regions. 
Especially critical losses may experience the 
Republic of Sakha (Yakutia), Kamchatka Krai, 
Chukotka Autonomous District, and Magadan 
region, which are disproportionately higher 
than the expected reduction in the transfer 
due to road construction on a realistic scale. 
To compensate for these losses, the federal 
center will have to provide the regions with 
additional financial assistance in the amount 
of 66.3 billion roubles, which is 13% of the 
total amount of grants. Thus, applying of 

Table 4
Changes in the volume of equalization grant if to exclude the road length indicator in 2020

Constituent entity of the Russian 
Federation

Amount of grant excluding 
the road length indicator, 

thousand roubles

Change in the amount 
of grants, thousand 

roubles

Change in the amount 
of grants,%

Arhangelsk region 5 028 365 561 506 13

Altai Republic 6 542 236 –827 978 –11

Tyva Republic 15 846 073 –455 584 –3

Irkutsk region 1 224 604 380 331 45

Tomsk region 3 259 347 –114 490 –3

Republic of Buryatia 16 266 162 –1 626 026 –9

Republic of Sakha (Yakutia) 10 239 934 –34 741 514 –77

Transbaikal region 6 824 666 145 964 2

Kamchatka Krai 14 137 226 –19 297 048 –58

Khabarovsk region 4 013 774 –167 593 –4

Amur region 2 409 838 285 763 14

Magadan region 480 564 –1 480 313 –76

Chukotka Autonomous District 742 873 –7 637 510 –91

Source: author’s calculations based on a simulation model.
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equalization formula without the indicator 
of transport routes length is more crusial for 
public finance than maintaining the current 
formula.

TRANsPORTATION NETWORK 
DEVElOPMENT As A FACTOR OF GROWTH 

IN REGIONAl INCOME
Increasing the transport accessibility of the 
northern territories, Siberia and the Far 
East is not only a regional issue, but also 
a promising strategic task at the national 
level. For a more objective assessment of the 
consequences of an increase in the length of 

roads, one should consider the positive effect 
of improving transport accessibility on the 
income potential of the territories. Developing 
transport infrastructure in the long term 
leads to new industries and jobs, lower costs, 
increased turnover, and, as a consequence, an 
inflow of additional revenues to the budget [9]. 
Based on the above simulation model, we can 
calculate the minimum return in the form of 
additional tax and non-tax revenues to the 
regional budget from 1 km of the constructed 
road necessary to compensate grant reduction. 
Table 5 provides the calculation results. We 
calculated the amount of compensation 

Table 5
Minimum additional fiscal revenues required to compensate the decrease in grants and costs for road 

maintenance in case of increase in the length of roads by 1 km in 2020

Constituent entity of the Russian Federation
Compensatory growth of fiscal 

revenues from 1 km of constructed 
roads, thousand roubles

For reference: income of regional 
road funds * per 1 km of the road

Arhangelsk region 446.2 385.5

Altai Republic 998.7 199.7

Tyva Republic 470.9 313.1

Irkutsk region 399.1 442.8

Tomsk region 437.6 478.0

Republic of Buryatia 581.2 458.9

Republic of Sakha (Yakutia) 692.8 474.6

Transbaikal region 476.4 226.2

Kamchatka Krai 1249.8 942.2

Khabarovsk region 479.9 450.6

Amur region 416.2 488.6

Magadan Region 586.5 336.8

Chukotka Autonomous District 856.2 3250.8

Source: author’s calculations based on a simulation model, Ministry of Finance of the Russian Federation.

Note: * — Initial data regarding the execution of regional road funds of the constituent entities of the Russian Federation. URL: 

https://minfin.gov.ru/ru/perfomance/regions/mb/mb2019_2021/?id_39=123591-iskhodnye_dannye_v_chasti_ispolneniya_

regionalnykh_dorozhnykh_fondov_subektov_rossiiskoi_federatsii_po_itogam_2017_goda (accessed on 08.10.2020).
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income considering the additional burden 
arising from the regional budget due to the 
construction of roads, namely the cost of 
their maintenance. The average annual cost of 
maintaining 1 km of paved road is determined 
by the data of the Ministry of Transport of 
Russia.7 This calculation include the cost of 
road construction, since these costs are one-
off, while the falling grant amount due to 
improved transport accessibility and road 
maintenance costs will occur annually.

Table 5  also provides an estimate of 
the income of regional road funds of the 
constituent entities of the Russian Federation 
per 1 km of a paved road. Strictly speaking, 
this indicator is not an estimate of the 
increase in budget revenues as a result of road 
construction, since the length of transport 
routes is not the only indicator determining 
the volume of the road fund. However, these 
numbers can give a rough idea of the expected 
growth in regional road construction revenues. 
In fact, the growth of regional tax revenues 
in the case of the transport infrastructure 
development will be greater, since in the 
future, new roads will provide not only 
an inflow of funds to road funds, but also 
additional taxes on personal income tax 
(due to emerging new jobs), as well as on 
income tax (due to expanding production 
and reducing costs). Table 5 leads to the 
conclusion that the values from the first and 
second columns are quantities of the same 
order. Consequently, compensating for losses 
from a decrease in grants due to an increase 
in own budget revenues with the transport 
infrastructure development seems to be a real 
achievable result.

CONClUsIONs
According to the current formula for distributing 
grants on equalizing budgetary provision, 

7 Ministry of Transport of the Russian Federation. Report on 
the cost of construction, reconstruction, overhaul, repair and 
maintenance of 1 km of public roads in the Russian Federation 
(2017). URL: https://www.mintrans.ru/documents/7/9755 (ac-
cessed on 08.10.2020).

financial assistance for regions with a low 
density of the road network decreases with 
an increase in the length of transport routes. 
To test the hypothesis that the equalization 
formula creates disincentives for the transport 
infrastructure development in the regions, we 
did the simulation calculations based on a 
model reproducing grant distribution by the 
current methodology. The calculation results 
showed that an increase in the length of 
transport routes on a realistic scale leads to an 
insignificant decrease in the amount of grants 
for these regions (within 1%). Therefore, the 
current method of distributing equalization 
transfers in the short term does not create 
obstacles for the infrastructural development 
of the constituent entities of the Russian 
Federation. Today, we can consider disincentives 
as financially insignificant regarding their effect 
on the policy of regional authorities in the 
field of road construction. However, with an 
increase in the road network of hard-to-reach 
regions by 1.5 times or more, this decrease may 
become critical for such regions as the Republic 
of Buryatia, the Altai Republic, the Republic 
of Sakha (Yakutia), the Transbaikal region, the 
Kamchatka Krai, the Khabarovsk region, the 
Magadan region and the Chukotka Autonomous 
District. Excluding the road length from the 
intergovernmental equalization formula is an 
ineffective measure of combating disincentives, 
since it will cause a collapse of the transfer to 
the highly granted regions of the Far East and 
will require significant compensation from the 
federal budget.

The positive counter effect from road 
construction invites attention. By preliminary 
estimates, reducing grants because of an 
increase in the length of transport routes can 
be offset by an additional inflow of tax and 
non-tax revenues into the regional budget 
system due to economic growth caused by 
the road network development. A promising 
further research can be a more detailed study 
of the impact of the transport infrastructure 
development on the own revenues of sub-
federal budgets.
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INTRODUCTION
Many economists perceive investment [1–5] 
as the main engine of economic growth and 
structural change. As for Russia, this refers to 
investment in fixed assets and human capital 
[1, 4] or the creation of capital of different 
age generations, which individual models 
show within the reproduction theory [3]. 
However, the issue of the investment structure 
(for example, investments in financial and 
non-financial assets, transactional and 
non-transactional sectors [6–7]), i. e. their 
distribution by objects of use, both as a purely 
structural task and an assessment of efficiency, 
is not considered in all studies. The structural 
aspects of investments and their effectiveness 
are usually not considered when designing 
incentive measures for investment policies 
at the macroeconomic level. Sensitivity of 
the investment function to the instruments 
of economic policy is especially important. 
Most often, standard approaches reduce 
the problem of intensifying investment to 
increasing accumulation [2] and investment 
in education and human capital [1, 8, 9]. The 
distribution of investments depends on many 
conditions and factors and has a strong impact 
on the economic dynamics of not only sectors 
of the economy, but also on creating the future 
structure of demand, thereby determining 
current and future transformations of the 
economic structure [10–12]. Investments 
affect factor productivity, which determines 
the quality and rate of future economic growth 
[8, 11].

In terms of underinvestment rates, in a 
large sample of countries over a long period 
of time, some studies reveal the problem 
of allocating investment across countries. 
Underinvestment by different amounts took 
place in all considered countries, which 
increased the discrepancy in the development 
of these countries [13], including due to 
the difference in the total productivity of 
factors. The structure of investment in the 
public and private sectors also influenced to 
what extent public investment had a positive 

effect on growth and how it increased or 
slowed down private investment [14, 15]. 
The survey data do not consider all possible 
circumstances, for example, the crowding 
out effect of public and private investment 
with appropriate government policies in 
the open market. Financial strategy, the 
functioning of the financial market, labor 
market institutions can have a strong impact 
on growth by changing the structure of 
investment [16, 17]. The determining factors 
are closely related and define the change in 
each other (collinear). This limits the study of 
their influence using multiple regression and 
complicates the algorithm for choosing the 
appropriate model. The higher the demands 
on the labor market and the stronger the 
regulatory mechanisms are, and the market 
capacity is not chosen in the course of 
imperfect competition, the greater the need is 
to replace labor-intensive technologies with 
capital-intensive technologies. This creates 
the need to invest in fixed assets. Along with 
the need for personnel training, they provide 
an increase in investment in human capital, 
so that replacing labor with technology does 
not mean a decrease in investment in people. 
There is the connection and certain types of 
investments, mutually determining each other.

We should give our special attention to 
the state of the financial market and the 
relationship between financial and non-
financial investments [6], when financial 
investments can crowd out or can stimulate 
non-financial investments. It depends on 
many factors: not only the financial market 
organization, but also the institutions that 
regulate the functioning and interaction of 
the real and financial sectors. This fact makes 
consider the sensitivity of the objective 
function —  investment —  to the parameters 
of macroeconomic policy, taking into account 
the connection of various economic elements. 
A decrease in the interest rate can stimulate 
investment in fixed assets, but can also lead 
to an increase in consumption, a decrease in 
savings, which will reduce the potential of 
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lending from the banking system of the real 
sector in a greater proportion of the relative 
financial sector than before. One should 
consider these possible outcomes, especially 
when currently absent factors appear and 
provoke crisis phenomena and a decrease in 
investment, in particular, the “virus attack” on 
the economy in 2020.

The Covid recession 2020, caused by the 
force majeure factor, a dangerous virus, 
and associated with countering it through 
quarantine and direct restrictive measures, 
differs from all previous recessions in 
modern times. They usually arose due to the 
destabilization of the financial and foreign 
exchange market, the devaluation of the 
national currency, a strong capital outflow, 
spreading its influence to other sectors of the 
economy and other countries. The present 
crisis is related to the fact that demand and 
specific types of activity in the economy 
are limited, while the production load on 
others increases (this disproportion causes 
a reaction of price increases). However, it 
is not able to withstand the multiplication 
of the volume reduction for other types of 
activity. Investments are curtailed first, and 
the financial market is also seriously affected 
[18]. At the same time, the financial sector 
is not a primary source for the crisis —  it 
suffers simultaneously with other, initially 
transactional activities, since the fight against 
the virus requires limiting contacts and 
reducing travel (tourism, catering, restaurant 
business, hotel business, similar and related 
areas of activity). Considering that it is the 
transactional sector that makes a decisive 
contribution to the rate of economic growth of 
the Russian economy [5–7], the reduction in 
its activities in many areas affects the growth 
rate. The squeeze effect is also transmitted 
to the manufacturing sectors —  as a result, a 
recession occurs, which is also indicated by a 
reduction in investment.

Thus, a  return to economic growth, 
especially creating a certain new model, 
based on investment as a leading factor (until 

now, for a long period in Russia, the main 
contribution to the growth rate was made 
by gross consumption, but not investment 
spending) will require the design of the 
investment function of economic growth 
with the selection of instruments to influence 
it, which will form the directions of the 
investment policy of growth. Therefore, the 
aim of this study is to analyze the investment 
function of the Russian economy before the 
Covid crisis in order to identify the most 
relevant instruments to influence the revival 
of investments as one of the most significant 
growth factors. We used the methods of 
macroeconomic and regression analysis, which 
makes it possible to select an investment 
function and determine its sensitivity to 
various instruments of macroeconomic policy. 
We should discuss not only an increase in the 
accumulation rate, which is not a guarantee 
of economic growth, but can be considered 
as a condition affecting economic growth at a 
certain rate (but not to guarantee it), but also 
to ensure a certain investment dynamics.1

Lifting of restrictions on various types of 
activities will undoubtedly stimulate their 
dynamics and the development of related 
industries. However, the resulting risk can 
block investments and will inertially restrain 
the economic development of the prospective 
period. Thus, a rebound in growth rates like 
in 2010 relative to 2009 is hardly possible in 
an equivalent way in 2021 relative to 2020. In 
addition, designing the investment function 
of economic growth is useful for establishing 
permanent links between relevant parameters 
that affect on the process and structure of 
investments in the Russian economy. The 
relevant parameters considered in the next 
section had the strongest impact on the 
dynamics of investments and GDP,2 since it 

1 The share of investments in the gross product and their 
growth rate together determine the contribution of the invest-
ment component of expenditures to the economic growth of 
the country (but not just one share —  the accumulation rate).
2 These parameters include: monetization level, key interest 
rate, risk, profitability, exchange rate, oil price, tax burden.
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influenced its structure and the development 
of elements. We now designate the research 
methodology.

INVEsTMENT FUNCTION OF ECONOMIC 
GROWTH. REsEARCH METHODs

Economic growth is estimated according 
to the country’s GDP dynamics, and gross 
investment is a component of this product 
measured by expenditures. Economic 
policy instruments affect GDP components, 
including investment, which determines 
both the current and future dynamics of the 
economy [19–20]. J. Tinbergen demonstrated 
that the number of instruments should be no 
fewer than the number of policy goals [20]. 
However, the principle of “goals-instruments” 
can be changed due to the fact that one and 
the same instrument, when influencing 
differently the components of the objective 
function (GDP), can act in one direction 
for each of the components. For example, 
a change (decrease) in the interest rate 
increases investment and gross consumption, 
which enhances the positive impact on 
the dynamics of gross domestic product. 
Sometimes, the same policy instrument has 
a positive effect on one component, but the 
negative one on another, or does not affect 
it at all. Thus, determining the influence 
of investments on the country’s economic 
growth should be reduced to determining the 
influence of investments on GDP over the 
past time interval, thereby establishing the 
fact of this determination, and also to build 
an investment function, highlighting the 
instruments that affect investments, removing 
the problem of their collinear relationship. 
The selected instruments will also have an 
impact on other components of GDP, so it will 
be necessary to assess their impact on the 
value of the product.

This approach definitely includes the 
economic policy measures that were taken 
during the considered time interval. The 
established links include the used instruments 
of economic policy. There is a non-typical 

problem of longer use of these instruments. 
Apparently, if the instruments are closely 
connected to the goal function and have a 
positive effect on the dynamics of its other 
components, including investments, one 
should continue using these instruments. 
Otherwise, if they negatively affect other 
components of GDP, so that they can slow 
down its growth, or the close connection with 
the goal function is not so significant, one 
should correct the use of these instruments 
when planning economic policy measures in 
the following time intervals.

Economic growth is determined by labor 
and capital, and investment [21]. We will 
study the influence of investments on growth 
by the algorithmic sequence in stages. It can 
be very important how investment is allocated 
between labor and capital and how they set 
certain prospects for economic growth. If 
the country has the most developed labor-
intensive technologies, but it needs capital 
renewal, the transition to this renewal can 
significantly weaken economic growth in a 
certain initial period of time. It is possible 
that the ratio and state of technology will 
greatly affect the efficiency of investments 
and the economic dynamics that they provide. 
If the pace creates the most optimistic 
expectations for economic development, then 
it will probably be useful to invest in labor-
intensive technologies at the initial stage. In 
this case, they will quickly provide a return, 
but it must be such as to create conditions 
for the regime of technological renewal and 
personnel training.3 At the next stages, it will 
naturally look like a stake on capital-intensive 
technologies and the primary replacement of 
capital by its new forms.

Thus, it is appropriate to consider three 
stages to solve the analytical problem.

3 Today, there are no effective methods of macroeconomic 
and investment policy, which would consider the structure 
of investments, technologies, funds and labor. Usually, a very 
complex set of systemic measures can be applied within the 
framework of a combined economic policy aimed at structural 
modification of the economy and its sectors.
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First. We will consider the indicated basic 
growth factors (capital, labor, investment) in 
the constructed multiple regression model 
for the Russian economy, determining the 
reaction of gross value added to the value of 
the key interest rate, and money supply M3.

4

S e co n d .  We  w i l l  b u i l d  a  m u l t i p l e 
regression model of the gross value added 
(Y) of the Russian economy depending on the 
following instrument-factors: X1 is the level of 
monetization, %; X2 is the risk,5 billion roubles, 
in the prices of 2011; X3 is the key rate of the 
Central Bank of the Russian Federation, %; X4 
is the average nominal dollar rate, roubles; X5 
is the average annual price of Urals oil, USD; 
X6 is the inflation, %.

The general view of the regression model is 
as follows:

Y = a0 + a1*X1 + a2*X2 + a3*X3 + a4*X4 + a5*X5 + 
+ a6*X6 + ε,

where аi is the regression coefficients; ε is the 
standard error of the model.

The regression is based on software Gretl 
2020b using the least squares method. All 
possible models are built by the enumeration 
method, the multicollinearity of factors is 
revealed by the pairwise correlation method 
with further rejection of the corresponding 
variants of the models.

We used the Breusch–Pagan test to check 
the heteroscedasticity of the random errors 
of the regression model. It resulted in the 
homoscedasticity of the variances of random 
errors of the considered regressions for the 
best selected model. We used the Durbin-
Watson (DW) test to check the hypothesis of 
the absence of autocorrelation of residuals. 
Comparing the DW statistics with the 

4 The amount of money supply M3 is understood as the amount 
of currency outside the banks; demand deposits; temporary, 
savings and foreign currency deposits; bank and travel checks; 
other securities such as certificates of deposit and commer-
cial paper. The World Bank. URL: https://data.worldbank.
org/indicator/FM.LBL.BMNY.GD.ZS?view=chart (accessed on 
25.11.2020).
5 Risk refers to the standard deviation of gross profit.

theoretical parameters dl and du, we found 
that the DW value in the selected regression 
models is in interval du < DW < 4 —  du. This 
indicates the absence of autocorrelation. We 
applied a similar algorithm for the next step of 
the study, which directly concerns the design 
of the investment growth function.

Third. We will build a multiple regression 
model with a target investment function 
(investments in fixed assets —  I) for the 
Russian economy from the following factors: 
Z1 is the risk, billion roubles, in 2011 prices; 
Z2 is the profitability, %; Z3 is the key rate of 
the Central Bank of the Russian Federation, %; 
Z4 is the average nominal dollar rate, roubles; 
Z5 is the financial investments, billion roubles, 
in the prices of 2011. The regression equation 
is as follows: I = b0 + b1*Z1 + b2*Z2 + b3*Z3 + 
+ b4*Z4 + b5*Z5 + ε1, where bi is the regression 
coefficients; ε1 is the standard error of the 
model. The models are selected by the least 
squares method, multicollinear factors are 
determined by the pairwise correlation 
method, and the best regression models are 
selected by screening.

The implementation of these three steps 
will help formulate a general conclusion 
about the impact of investments on economic 
growth in the period under review and the 
possibilities of investment policy to stimulate 
economic growth in Russia in the coming 
period.

INVEsTMENT POlICY INsTRUMENTs FOR 
ECONOMIC GROWTH

We will carry out a step-by-step solution to 
the above analytical problem, which allows 
us to identify the impact of investments on 
the economic growth of the Russian economy. 
We will carry out a regression analysis of the 
gross domestic product, assessed by the value 
added, and highlight the factors influencing 
its dynamics, including investments in fixed 
assets. We will also build an investment 
function, ensuring its study from the point of 
view of relevant instruments and pursuing an 
investment growth policy.
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Fig. 1 presents the results. The GDP models 
are built regarding investments in fixed 
assets (I), fixed assets (K), average number of 
employees (L) in the prices of 2011 (left). In 
addition, we built a model that connects GDP 

and the following instruments-factors as 
money supply (М3), oil price (u), key interest 
rate (Fig. 1, right). Based on the constructed 
graphs in Fig. 1, reflecting the above models, 
we see that the same change in labor, 
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Fig 1. Models of Russia’s GDP from capital, labour and investment* (a), money supply, oil price and key interest 
rate** (b), 2011–2019
Source: compiled by the author based on data from the World Bank. URL: https://data.worldbank.org/indicator/FM.LBL.BMNY.

GD.ZS?view=chart; https://data.worldbank.org/indicator/FP.CPI.TOTL.ZG?view=chart; https://data.worldbank.org/indicator/FR.INR.

DPST?view=chart; https://data.worldbank.org/indicator/FR.INR.LEND?view=chart; Росстата. https://www.gks.ru/accounts; ЕМИСС. 

URL: https://www.fedstat.ru/indicator/43007; https://www.fedstat.ru/indicator/58699; https://fedstat.ru/indicator/58538; https://

fedstat.ru/indicator/40442. (accessed on 04.10.2020).

* Model statistics: F-test = 29.2; D-W-calculation = 2.1 Є [1.32; 2.68]; White’s test: χ2 calculation = 1.12; χ2 index = 15.5. Regres-

sion statistics: Multiple R = 0.97264932609489; R2 = 0.946046711552844; Normalized R2 = 0.913674738484551; Standard 

error 553.772831037142 (9 observations).

** Model statistics: F-test = 23.8; D-W calculation = 2.5 Є [1.32; 2.68]; White’s test: χ2 calculation = 0.45; χ2 index = 15.5. Regres-

sion statistics: Multiple R = 0.966665269362855; R2 = 0.934441742992362; Normalized R2 = 0.895106788787779; Standard 

error 610.430723626548 (9 observations).

a
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investment and fixed capital affects GDP in 
terms of strength in the specified order (labor, 
investment, capital). This suggests that in the 
interval under consideration, an equivalent 
relative increase in each component provided 
a stronger impact on GDP (increase) from 
labor, then investment and fixed capital. Thus, 
we can talk about the predominance of labor-
intensive technologies. Even proceeding from 
the collinearity of investments in fixed assets 
and funds (in this model, we intentionally did 
not omit the issue of collinearity to show a 
separate influence, and the statistics of the 
model are very significant), the labor factor 
turns out to be more significant in influencing 
the change in GDP, also, in this case (with a 
two-factor model).

In the GDP model (Fig. 1, left), investments, 
capital and labor are not visible investments 
in human capital, which can play an important 
role  for  long-term economic  growth. 
However, given the high importance of labor 
in economic growth and the very limited 
opportunities for funds (technologies), given 
the limitations on investment dynamics, the 
Russian economy seems to be in great need 

of technological and stock modernization. 
Further training and retraining of personnel 
will need to be adjusted correspondingly. 
Fig. 1 (right) clearly shows that an increase in 
the money supply, and especially in oil prices, 
has a positive effect on the gross domestic 
product —  it affects its increase. The growth of 
the key interest rate reduces the value of the 
gross domestic product.

Over the considered time interval, within 
the macroeconomic policy of stabilizing 
and stimulating growth, despite the low 
growth rate of the Russian economy, almost 
accurate ratios have formed. They show that 
monetization as a whole contributes to GDP 
growth, as does the use of the labor factor, as 
well as investment in fixed assets. Alongside, 
the models show the need to reduce the key 
interest rate, which was observed after the 
recession of 2015–2016, as well as the need 
for further efforts to increase the impact of 
investments on economic dynamics.

What should these efforts consist of? 
A structural problem that is usually overlooked 
in standard macroeconomic and investment 
policies is the increasing bias of the financial 

Fig 2. Institutional displacement of the financial market (γ0) and the growth rate of the Russian economy*, 
2000–2018
Source: compiled by the author based on Rosstat data. URL: https://www.gks.ru/investment_nonfinancial; https://www.gks.ru/

folder/14476; https://www.gks.ru/storage/mediabank/tab1(2).htm; https://www.gks.ru/investment_nonfinancial; https://www.gks.ru/

folder/14476; https://www.gks.ru/storage/mediabank/tab1(2). htm (accessed on 04.10.2020).

* Model statistics: F-test = 11; D-W-calculation = 1.8 Є [1.4; 2.6]; White’s test: χ2 calculation = 11.3; χ2 index = 28.9.
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market relative to other economic activities. 
This circumstance is expressed in the growth 
of the institutional bias parameter γ0 [7, p. 74–
76] due to a disproportionate increase in 
financial investments relative to investments 
in non-financial assets with a decrease in 
interest rates.6 Due to this effect, stimulating 
growth, like investment, and lowering interest 
rates may not be obvious, since the growth 
of institutional displacement will slow down 
economic growth observed in Russia, when the 

6 Financial and non-financial investments were estimated at 
the prices of 2005 to calculate γ0.

decrease in the interest rate no longer had a 
strong effect on the rate of economic growth 
(Fig. 2). However, on the whole, this decrease 
in interest rates stimulated an increase in 
GDP, which is confirmed by the presented 
models. With a decrease in the key interest 
rate, financial investments in Russia increased 
several times more than investments in non-
financial assets, which sharply increased 
the shift γ0. The increase in the institutional 
bias of the financial market was accompanied 
in Russia, on average, by a decrease in the 
growth rate over the considered time interval 
(Fig. 2).
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y = -0.1*i^2 + 1.9*i - 5.2
R2 = 0.91
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Fig. 3. Russian GDP growth rate and M3 growth rate (a*), key interest rate (b)**, 2012–2019
Source: compiled by the author according to the World Bank, Rosstat, Central Bank of the Russian Federation. URL: https://data.

worldbank.org/indicator/FM.LBL.BMNY.GD.ZS?view=chart; https://www.gks.ru/accounts; https://www.gks.ru/accounts; https://cbr.ru/

hd_base/keyrate/ (accessed on 04.10.2020).

* Model statistics: F-test = 27.0; D-W calculation = 1.4 Є [1.33; 2.67]; White’s test: χ2 calculation = 8.6; χ2 index = 14.1

** Model statistics: F-test = 39.2; D-W calculation = 1.34 Є [1.33; 2.67]; White’s test: χ2 calculation = 2.9; χ2 inde. = 14.1
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Fig. 3 shows empirical points. The selected 
models are based on them and reflect the 
relationship between the growth rate of 
Russia’s GDP and that of the money supply 
M3 and the change in the key interest rate 
in the period 2012–2019. The decrease in 
the key interest rate was accompanied by 
an increase in the growth rate. The change 
in the dynamics of the money supply has a 
connection with the growth rate that is more 
complicated for the Russian economy. Namely, 
with an increase in the growth rate of the 
money supply from negative values to + 4%, 
the growth rate of Russia’s GDP increased, 
with a higher dynamics of the money supply 
(above 4%), it decreased. In the considered 
time interval, there was an explicit restriction 
on the money supply growth resulting from 
the influence of the money supply dynamics 
on the economic growth rate. This influence 
may be due to other factors that are no less, 
and even more relevant in their influence 
on the growth rate in some periods than the 
money supply dynamics. The influence of 
the growth rate of the money supply on the 
economic growth rate will vary according to 
the current monetization. With a relatively 
low monetization (40–60%), this influence 
may turn out to be more significant, and with 
a higher level of monetization, it may be much 

smaller. This influence being determined for 
some time interval, does not mean that it 
can be transferred to the next period, when a 
different combination of factors may appear 
that influence economic growth and become 
more significant.

If we assess the impact lags, after a certain 
connection is identified, it is possible to 
transfer it to the next period. Thereby we 
present the monetary policy of the next stage 
depending on the results of the previous one 
and adjust it considering the incremental 
effect, and predict a possible change in the 
established communication. A scenario design 
technique will be useful, when one scenario 
can be replaced during implementation with 
another evaluated option.

The analysis shows that in the period 
under review for the Russian economy both 
the decrease in the key interest rate, which 
entailed a decrease in other interest rates, 
and an increase in the growth rate of the 
money supply by no more than 4%, in general, 
contributed to an increase in the economic 
growth rate. Although the decrease in the 
interest rate did not obviously affect the rate, it 
rather influenced the possibility of increasing 
GDP, but at a lower rate. Most likely, other 
factors had an impact that slowed down growth, 
did not allow an increase in the rate, so that a 

Table 1
Comparative characteristics of models for Russia’s GDP

Index 1 2 3 4 5

R2 0.86 0.82 0.8 0.8 0.8

R2
adj 0.78 0.71 0.69 0.68 0.7

F-test 10.5 7.6 6.9 6.7 6.9

P-value (F) 0.014 0.026 0.032 0.033 0.032

Durbin-Watson 
statistics 1.8 1.3 1.3 1.4 1.3

Significant / 
regression 
coefficients before 
factors

– /X1, X2, X3 X2 /X1, X6 X2 /X4, X6 X2 /X3, X5 X2 /X5, X6

Source: compiled by the author based on the models built in Gretl 2020b.
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decrease in the key interest rate did not ensure 
the rate acceleration, but performed a positive 
function of stimulating growth. An interesting 
effect took place in the Russian economy in 
2000–2018, when savings did not decrease 
with a decrease in the interest rate, but almost 
doubled [22, p. 22, 23]. It seems that classical 
connections and patterns are refuted by 
developing a specific economy, which requires 
clarifying not only the reasons for changing 
these parameters, but also their connections, 
which seems to be a more difficult task.

Our assessment of the influence on growth 
immediately includes the implemented 
policy measures for the indicated period, 
no matter how criticized the policy being 
pursued and proposals for more significant 
monetization are put forward. Currently, with 
this monetization at a higher rate, it would 
be possible to reduce the growth rate, and 
by transferring the economy to a new higher 
level of monetization, to change the law 
of the relationship between the economic 
growth rate and the growth rate of the money 
supply. This would have to be determined 
and considered in the further formation of 
monetary policy.

Now we will implement the next stage of 
the study, reduced to building GDP multiple 

regression (Y is determined by gross value 
added). It depends on the change in the 
set of these instruments. According to the 
pairwise correlation method, the following 
pairs of factors for multiple regression of the 
gross value added of the Russian economy 
are multicollinear: X1-X4; X1-X5; X3-X6; X4-X5 
(the designation of factors is in the previous 
paragraph).

By the method of sequential exclusion of 
multicollinear factors, we select the best ones 
according to the calculated statistics —  the 
most significant models:

1) Y = 53 997 + 255*X1 + 6*X2 – 675*X3;
2) Y = 56 883 + 64*X1 + 16*X2 – 87*X6;
3) Y = 59 264 + 19*X2–3*X4– 33*X6;
4) Y = 58 815 + 20*X2–18*X3 + 2*X5;
5) Y = 59 131 + 19*X2 + 0.9*X5 – 35*X6.
Model statistics are presented in Table 1.7

Based on Table 1, the best of the built 
regression models for the gross value added of 
the Russian economy is as follows:

Y = 53 997 + 255*X1 + 6*X2 – 675*X3.

7 Hereinafter, the tables show the most frequently compared 
statistical indicators. The Breusch —  Pagan test, Akaike, Han-
nan —  Quinn, Schwarz tests, etc. were also calculated. All cri-
teria are met and are statistically satisfactory. Software Gretl 
2020b is used.

Table 2
Comparative characteristics of models for investment in fixed assets in Russia

Index М1 М2 М3 M4

R2 0.745 0.665 0.679 0.431

R2
adj 0.592 0.464 0.572 0.241

F-test 4.9 3.3 6.4 2.3

P-value (F) 0.06 0.12 0.03 0.18

Durbin-Watson statistics 2.4 2.2 2.2 1.9

Significant / regression 
coefficients before 
factors const. Z3 / Z2. Z4 const / Z1. Z3. Z4 const. Z3 / Z5 const. Z4 / Z5

Source: compiled by the author based on the models built in Gretl 2020b.
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From the model, cleared of collinear 
factor instruments, we see that monetization 
a l l o w e d  a n  i n c r e a s e  i n  g r o s s  v a l u e 
added (an  increase in monetization was 
accompanied by an increase in value added). 
The increasing key interest rate reduced the 
possibility of growth in value added. Over the 
considered time interval, an increase in value 
added took place together with an increase in 
the risk of doing business (in terms of profit 
dispersion). This means unstable dynamics 
and economic development with exhausting 
potential.

The final stage of the study involves 
assessing multiple regression for investment in 
fixed assets. The pairwise correlation method 
reveals multicollinear pairs of factors: Z1-Z2; 
Z1-Z5; Z2-Z5; Z4-Z5. Excluding collinear factors, 
we come to the most significant four models: 
M1-M4. The most frequently used statistics are 
given (for the period 2011–2019, nine points) 
as comparative characteristics of the models in 
Table 2.8

М1: I = 14 441 – 103*Z2 – 270*Z3 + 2,3*Z4;
М2: I = 12 946 + 1,6*Z1 – 155*Z3–12,3*Z4;
М3: I = 13 546 – 226*Z3 – 0,006*Z5;
М4: I = 11 986 – 35*Z4 + 0,02*Z5.
Based on Table  2 , M1 model  is  the 

most significant of  those considered: 
I = 14 441 – 103*Z2 – 270*Z3 + 2.3*Z4. This model 
shows that the rise in interest rates slowed 
down investment. The depreciation of the 
rouble encouraged investment. Profitability 
declined on average along with investment, 
which caused its influence within the selected 
model on the total amount of investments. The 
structural aspect of investment allocation by 
sector is strongly connected to the difference 
in profitability of these sectors (as shown in 
the next section). Higher profits did not lead 
to an increase in investment in the considered 
segment of the development of the Russian 
economy. This circumstance is reflected in the 
resulting regression model, which embodies 

8 The Breusch —  Pagan test, Akaike, Hannan —  Quinn, Schwarz 
and others were also calculated using the Gretl 2020b program. 
All criteria are met.

the investment function. An increase in risk has 
accompanied an increase in investment and 
financial investments restrained investments 
in fixed assets (model M3) [6, 7].

The use of investment policy instruments 
for growth in Russia requires a systemic 
measurement. Changes in the well-known 
macroeconomic aggregates (money supply, 
interest rate or exchange rate) can have a 
significant impact on investment and growth. 
To be targeted and systematic, the structural 
parameters of  the economy and basic 
institutions require a change enhancing this 
influence.

REsOURCEs OF ECONOMIC sECTORs  
AND INVEsTMENT POlICIEs

The modern discussion about the economic 
growth of Russia [1, 2, 5] touches upon the issue 
of investment sources.9 However, two important 
aspects are usually left out: those concerning 
both the agents who are able to dispose of 
these resources from known sources, and the 
agents who are able to accept and implement 
investments with a given efficiency. There is 
also no assessment of the available resources 
concentrated in the sectors of the Russian 
economy. It is about those sectors (transactional 
and raw materials), whose well-being increased 
due to the curtailment of other activities 
(manufacturing sectors) in the previous period. 
Most likely, they received an overestimated or 
surplus resource, which can also be used to level 
the situation in the sectoral context. This may 
create a scenario of a structural policy that can 
change the model of economic growth in Russia. 
This structural transformation would allow for 
additional investment in the areas that need to 
be developed, for example, setting the task of 
industrialization [23]. Thus, effective structural 
changes [24] can have a very significant effect 
on total productivity and support economic 

9 This refers to the volume of the invested resource and its lo-
cation. For example, the country’s foreign exchange reserves 
or the accumulated resource (National Welfare Fund), the sav-
ings of citizens concentrated in the banking system with po-
tential for investment, the increase in public debt, etc. [1].
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growth. As for foreign investments [25], they did 
not constitute a significant investment resource 
for the Russian economy and will not represent 
it due to the existing set of limitations.

At the end of the study, we will consider 
the structural and investment problem of the 
development of the Russian economy (Fig. 4, 5). 
The figures show the change in the number of 
employees and the value of fixed assets in the 
prices of 2005 for the period 2006–2019 in the 
manufacturing and transactional raw materials 
sectors 10 of the Russian economy.

10 The manufacturing sector includes the following types of 
activities: manufacturing; construction (according to the 

OKVED Rosstat). The transactional raw materials sector in-
cludes the following types of activities: agriculture, forestry, 
hunting, fishing and fish farming; mining; provision of elec-
trical energy, gas and steam; air conditioning; water supply; 
water disposal, organization of waste collection and disposal, 
activities to eliminate pollution; wholesale and retail trade; 
repair of motor vehicles and motorcycles; transportation and 
storage; activities of hotels and catering establishments; ac-
tivities in the field of information and communication; finan-
cial and insurance activities; activity on operations with real 
estate; professional, scientific and technical activities; ad-
ministrative activities and related additional services; public 
administration and military security; social Security; educa-
tion; activities in the field of health and social services; activi-
ties in the field of culture, sports, leisure and entertainment; 
provision of other types of services. Profitability of sold goods, 
products (works, services) as an arithmetic mean for the types 
of activities included in the sector. Rosstat. URL: https://ross-
tat.gov.ru/bgd/regl/b20_11/IssWWW.exe/Stg/d01/15–09.doc 
(accessed on 01.10.2020).
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Fig 4. Change in the number of employed (a) and fixed assets (b) in the sectors (manufacturing and 
transactional raw materials) of the Russian economy, 2006–2019
Source: compiled by the author based on data: Rosstat. URL: https://rosstat.gov.ru/labour_force; https://rosstat.gov.ru/free_doc/new_

site/finans/fin12_bd.htm.; https://rosstat.gov.ru/free_doc/new_site/business/osnfond/nal_ved2.htm (accessed on 04.10.2020).
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Fig. 4, 5 demonstrate that the manufacturing 
sector showed lower profitability compared 
to the raw materials transaction, which 
ensured the difference in investments and a 
significantly different inflow of fixed assets 

with a clear predominance towards the 
transactional raw materials sector. This was a 
consequence of the distribution of investment 
between these two basic economic sectors. 
Moreover, there was mainly an outflow of 

Fig 5. The share of inflow / outflow of employed (a) and fixed capital (b) in the total amount of employed and 
funds in the sectors of the Russian economy,  
2006–2019
Source: compiled by the author based on Rosstat data. URL: https://rosstat.gov.ru/labour_force; https://rosstat.gov.ru/free_doc/new_

site/business/osnfond/nal_ved2.htm (accessed on 04.10.2020).
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employed personnel from processing, and the 
inflow of personnel into the transactional raw 
materials sector (Fig. 5, left).

During the considered period, the inflow 
of fixed assets in two sectors decreased (Fig. 5, 
right), but the number of employees moving 
from one sector to another also decreased 
(Fig. 5, left). This circumstance indicates the 
curtailment of economic dynamics due to 
negative investment dynamics, especially in 
2013–2016. The 2020 crisis will not change 
the situation, but on the contrary, it will 
exacerbate the problem of underinvestment 
in the Russian economy, especially in the 
sectoral context.

The manufacturing sector is on average 
twice  more r isky  regarding economic 
activity in relation to the transactional raw 
materials sector [7], and it permanently 
lacks resources for  development. Low 
profitability and high risk (in terms of the 
standard deviation of gross profit) confirm 
the actual blocking of the investment 
dynamics necessary for the development 
explain the shift of labor resources to the 
transactional and raw materials sectors. A 
significantly higher inflow of fixed assets is 
due to the work of the raw materials sector 
within the considered aggregate in the form 
of the transactional raw materials sector of 
the Russian economy. The reduction in risk 
in the transactional sector was accompanied 
by an increase in investment and in the 
non-transactional sector,11 investment 
growth occurred with an increase in risk 
[22, p. 21]. As a result, the total amount 
of investments showed a very complex 
dependence on the risk of conducting 
economic activity. The connection that 
large investments correspond to a lower risk 
was not so unambiguous, especially since 

11 One can also use this macroaggregate breakdown into two 
sectors. The risk for aggregated sectors is calculated as the 
standard deviation of profit in the prices of 2005. Profit is 
summed up by the types of activities included in the sector. 
Rosstat https://rosstat.gov.ru/bgd/regl/b20_11/IssWWW.exe/
Stg/d01/15–04.doc (accessed on 01.10.2020).

the overall risk in the Russian economy 
increased over the considered period, while 
investments, on average, decreased.

Co n s e q u e n t l y,  i n  a d d i t i o n  t o  t h e 
macroeconomic investment function, which 
helps study the general parameters of 
the investment influence on growth, it is 
necessary to consider a systemic perspective 
of investment policy tasks, including the use of 
resources concentrated in the economic sectors. 
Thus, it will be possible to make the structural 
investment policy the central instrument of the 
new economic growth policy and to overcome 
the emerging crisis regardless of its causes.

CONClUsIONs
To sum up, we will formulate the main 
conclusions regarding the activation of 
investments as the future growth drive of the 
Russian economy.

First, a general macroeconomic policy 
oriented towards aggregate indicators (as an 
accumulation rate) requires a general vector to 
increase investments in the gross product and 
increase their dynamism, which will ensure an 
increase in the contribution of investments 
to the economic growth rate. However, this 
policy will not bring long-term benefits 
to the Russian economy if the structure of 
investment distribution is not considered.

Second, it is necessary to reduce the overall 
risk of doing business, especially in the 
manufacturing sectors and in the economy 
as a whole, as well as further use of such 
instruments as monetization (at a rate of 
no higher than 4% to increase M3), lowering 
interest rates (this measure is already being 
applied), even with the ambiguous influence 
of the last instrument on the dynamics 
of investments, since other factors and 
structural and institutional conditions turn 
out to be significant. A useful instrument will 
be a controlled depreciation of the national 
currency, which has a positive effect on the 
investment function, and implementing the 
import substitution policy, which will also 
help to boost investment.
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Third, straightening of the structural 
imbalances of the Russian economy is a 
special direction of investment policy. In 
particular, the strong superiority that requires 
elimination, investments in financial assets 
over investments in non-financial assets, and 
the transactional and raw materials sectors 
over the manufacturing sector, which is 
expressed in the dynamics of fund renewal and 
labor resource movement. This dynamics also 
slows down investments and deforms their 
structure. The distribution of investments 
between new and obsolete technologies 
is such that it does not contribute to an 
increase in the general manufacturability [22]. 
This indicates the importance of structural 
and institutional factors in the investment 
function. If they are not considered, the 

classic macroeconomic form of the investment 
function built on aggregates is unlikely to 
lead to the successful implementation of 
investment policy.

The possibilities of using the investment 
function of the economic growth in Russia go 
beyond the purely macroeconomic framework 
of the aggregate approach to its design, 
although the usefulness of this approach used 
in this article is beyond doubt. In the long 
term, it should be accompanied by a structural 
analysis, and the investment function should 
include the risk and profitability factor 
determining the distribution of investments 
in the economy between the directions of use, 
which was done here at the aggregated level of 
analysis for the total amount of investments 
in fixed assets.
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INTRODUCTION
Research on the growth of the world’s 
leading economies confirms the key role of 
innovation in social and economic progress. 
Numerous studies have proven that the 
creation and implementation of innovations 
are the key intracompany capabilities 
that  build an unbeatable competit ive 
advantage [1, 2] . Besides, developing 
innovative activities of companies is an 
important factor of internationalisation 
of an enterprise, as well as overcoming 
unfavorable conditions of the external 
economic environment, the recent subject 
of many studies (for example, [3–5]). To 
achieve the best results, companies follow 
different principles and models of behavior 
and management of innovation, allocate 
resources in different ways, and thus build 
their own line of innovative behavior [6].

E m p i r i c a l  r e s e a r c h  a n d  m i c r o d a t a 
analys is  make i t  possible  to  identi fy 
features for classifying innovative behavior 
and clearly identify innovative modes 
in industry. Thus, the characteristics of 
innovative behavior classification most 
often include: the type of innovations, 
the intensity of investments in research 
and development, the level of novelty of 
innovations, the presence of knowledge 
generation processes [7]. To analyze the 
types of innovations, one is most often 
guided by the Oslo Guide. The novelty is 
determined relative to the international 
market  (not  the company itself ) . The 
knowledge creation process is defined as 
insource research and development. Most 
studies ground their classification on: their 
own research and development, cooperation 
in  the  implementat ion of  innovat ive 
projects, the availability of patents, and the 
dissemination of knowledge [8].

There are currently enough empirical 
works confirming the possibility to identify 
stable types of innovative behavior (for 
example, the works by T. Hatzichronoglou 
[9] , K. Pavitt  [10] , A. Pyka, R. Nelson 

[11], F. Malerba, R. Nelson, L. Orsenigo, 
S. Winter [12], J. Van den Bergh [13], L. Faria, 
M. M. Andersen [14].

However, most authors analyzed the 
microdata of  companies  operating in 
conditions of economic stability that do not 
consider the impact of access to financial 
capital  on the  transformation of  the 
innovative behavior of industrial companies. 
Currently, Russian industrial companies 
operate under the sanctions against Russia, 
which constraint companies’ access to the 
most valuable resources, including financial 
capital  [15]. The choice of  innovative 
behavior is usually determined by the 
availability and accessibility of industrial 
companies to financial capital. The study of 
its role will determine whether a company 
will be able to transform its innovative 
behavior and move to a more advanced level.

This article attempts to address the 
following research questions:

1)  which of  the types of  innovative 
behavior provides the greatest performance 
for industrial companies in the context of 
limited access to financial capital?

2 )  h o w  d o e s  r e s t r i c t i n g  a cce s s  t o 
financial capital affect the choice of a 
model of innovative behavior and company 
performance?

3) what types of liquidity constraints 
m o s t  a f f e c t  t h e  t r a n s f o r m a t i o n  o f 
the innovative behavior  of  industrial 
companies?

We tested the generated research model 
on data collected during the period of 
sanctions imposed on the Russian economy 
and restrictions on access to resources, 
including financial capital (2015–2019). The 
empirical analysis is based on a survey of 
648 industrial companies.

lITERATURE REVIEW
Types of innovative behavior  

of industrial companies
According to the behavioral theory of a firm, 
a strategy is a “stable model of behavior or 
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a pattern in a stream of decisions” [16]. The 
rules and principles followed by managers 
when implementing an innovation strategy 
to  increase  the  results  of  innovative 
activities determine the innovative behavior 
of a company.

A group of  companies  with  s imilar 
characteristics of innovative behavior 
forms an innovative ( in  some studies, 
technological  [11, 13])  regime in  the 
economic sector, which is  “a  tool  for 
analyzing the diversity  of  innovative 
and competitive behavior of firms” [13]. 
Among the first was the classification of 
innovation regimes by the Organization for 
Economic Cooperation and Development 
(OECD), based on the level of technology 
of the sectors: high-, medium- and low-
tech sectors [9]. The OECD study shows 
that companies in high-tech industries 
invest more in research and development, 
more often enter international markets, 
have higher performance indicators, and 
thus stimulate the development of related 
industries [9]. The researchers believe that 
high-tech industries are the engines of 
innovative economic growth. After 20 years 
of research, collecting information and 
analysis of radical differences in innovation 
behavior in different sectors, two distinct 
subgroups have been identified in the 
medium-tech sector: high and low.

K. Pavitt [10] developed the theory of 
innovative behavior that for the first time in 
the analysis used indicators of innovation 
introduction in companies. They showed 
a certain trajectory of the technological 
development of the company. Based on the 
analysis of 26 industries, Pavitt identified 
three types of innovation regimes based on 
the type of innovative behavior:

•  science based companies that have 
a high share of investments in research 
and development in revenue, creating 
numerous cooperative relationships in 
the implementation of innovative projects 
( w i t h  u n i ve r s i t i e s ,  ce n t e r s  e n g a g e d 

in fundamental and applied scientific 
research);

•  production intensive including two 
groups of companies: 1) “scale intensive”, 
f o c u s e d  o n  t h e  i m p l e m e n t a t i o n  o f 
technological innovations to reduce costs; 
and 2) “specialized suppliers” with a lower 
intensity of investment in research and 
development and aimed at introducing 
product innovation;

•  supplier dominated companies that do 
not generate knowledge on their own, but 
provide demand for new technologies, i. e. 
stimulate the development of innovation-
oriented companies in related industries [10].

Pavitt  proved the hypothesis of the 
need to develop supporting industries that 
do not generate knowledge on their own, 
but stimulate the dissemination of new 
knowledge and technologies and thus affect 
economic growth.

A further development of the theory of 
innovative regimes was its focus on the 
level of national economies and industries. 
This made it possible to identify completely 
new types of innovative behavior:

• “technology users” (similar to Pavitt’s 
“supplier dominated” type) [17];

• “technical consultancy” focused on 
the “generation and distribution of specific 
technological innovations” [17].

L. M. Gokhberg, T. E. Kuznetsova and 
V. A. Rud’ [18] based on the data of 30.8 
t h o u s a n d  R u s s i a n  co m p a n i e s  i n  t h e 
extractive, manufacturing, electricity, gas 
and water production, innovative modes 
were identified based on a certain type of 
companies’ innovative behavior:

• “ i n n ov a t o r s  i n  t h e  i n t e r n a t i o n a l 
market”;

• “innovators  in  the  nat ional / local 
market”;

• “imitators on the international market”;
• “ i m i t a t o r s  o n  t h e  n a t i o n a l / l o c a l 

market”;
• “technological borrowing”;
• “unfinished innovations” [18].
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A n ot h e r  wo r k  by  R u s s i a n  a u t h o r s , 
d evot e d  t o  t h e  m o d e s  o f  i n n ov a t i o n 
activities of companies in the sector of 
intellectual services, based on the analysis 
of 477 Russian companies, identifies six 
clusters of companies:

• “innovative-passive”;
• “organization-oriented”;
• “marketing-oriented”;
• “non-technological”;
• “technological”;
• “diversified innovators” [19].
In our  work [20] , we identif ied the 

following types of innovative behavior of 
industrial companies:

– eff icient producers are the companies 
w h o s e  i n n ov a t i ve  s t r a t e g i e s  a i m  t o 
introduce  process  and  technologica l 
innovations to increase the effectiveness 
o f  o p e r a t i n g  a ct i v i t i e s . I n ve s t m e n t s 
in equipment and production, process 
i n n o v a t i o n s  a n d  i m p r o v e m e n t  o f 
infrastructure occupy a dominant share 
in the structure of costs for innovation 
activities. The costs of marketing and 
organizational innovation are extremely 
low. This model of innovative behavior 
p r ev a i l s  a m o n g  co m p a n i e s  i n  l a b o r-
intensive and capital-intensive industries, 
for example, textiles, woodworking, oil 
and gas industries, metallurgy, machinery 
and equipment. Bui lding a  corporate 
innovation system and specifics of the 
innovation process of these companies 
are determined by the changes necessary 
to  improve production processes  and 
products aimed at reducing costs while 
maintaining or improving product quality. 
The innovative behavior of these companies 
is characterized by innovative approaches 
to the development and implementation 
of  new products , the  introduction of 
organizational innovations in order to 
reduce administrative or operational costs, 
increase the productivity of workplaces, 
reduce supply costs, manage logistics 
systems, a developed system of interfirm 

relationships that contribute to effective 
interaction of companies with suppliers, 
customers, manufacturers and end users 
[20];

•  t e c h n o l o g i c a l  i n n o v a t o r s  a r e  t h e 
innovative strategies of companies of this 
type are aimed at creating and developing 
new products, due to the integration of 
technologies  with partners  along the 
value chain. In the structure of  costs 
for innovation, costs for research and 
development prevail, accounting for an 
average of 3–10% of gross revenues; the 
product l i fe  cycle of  these companies 
is  from 3 to 10 years. This innovative 
regime dominates among the industries 
of mechanical engineering, electric power 
engineering, and production of building 
materials. To succeed, innovative strategies 
of  companies of  this type include the 
development of professional training among 
employees, ensuring the protection of 
intellectual property, patenting inventions, 
creating partnerships aimed at accessing 
global  sources of  new knowledge and 
technologies, highly qualified personnel 
[20];

•  value innovators  are the innovative 
strategies of companies of this type are 
aimed at creating the highest value for 
customers and optimizing the delivery ways, 
while ensuring the proposal of new products, 
services and the formation of alternative 
business models. Companies of this type 
of innovative behavior aim to get to know 
their consumer in order to increase the 
consumer value of goods, reduce consumer 
operating costs, and find new markets. This 
innovative regime is typical, for example, 
for the food, clothing, and textile industry. 
In the structure of costs for innovation 
activities, costs for marketing innovations 
prevail (about 3–7% of gross revenue). 
The innovation cycle is characterized by a 
relatively short development period for new 
products. Since the products and services 
of companies of this innovative regime are 
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largely focused on consumers of national/
local markets, in the development and 
implementation of innovations, national 
companies can have advantages over global 
players. Building an innovation system 
and specifics of the innovation process are 
determined by the possibilities of entering 
new markets, the presence of market niches 
with unsatisfied consumer needs where the 
company could succeed. The key success 
factors for implementing this strategy are: 
the ability to develop new sales markets, the 
ability to quickly scale up the production 
of innovations and refine products after 
their  launch. Besides, the presence of 
domestic demand for innovations and 
measures to support entrepreneurship has a 
positive effect on the performance of these 
companies [20];

•  radical innovators are the innovative 
strategies of companies of this type built 
on the commercialization of fundamental 
research by creating new products on their 
basis. Research and development costs 
account for the largest share in the structure 
of costs for innovation activities (on average, 
15% to 35% of gross proceeds from sales). 
Due to the fact that the innovation process 
includes fundamental and applied research, 
its duration is also relatively long —  about 
5–20 years. To implement an innovative 
strategy, companies of this type are building 
an extensive network of  partnerships 
with research centres, universities, and 
consulting companies. In Russia, the radical 
innovators regime is most widespread 
among the  petrochemical  industr ies , 
enterprises of  the military-industrial 
complex, and the pharmaceutical industry. 
The factors contributing to the successful 
implementation of these industries are: 
legal protection of intellectual property, 
w h i c h  g u a r a n t e e s  c o m p a n i e s  p r o f i t 
from the sale of new products based on 
their inventions; stimulating tax policy; 
patent activity; access to international 
markets [20];

•  imitators are the companies that do not 
participate in creating and disseminating 
of new knowledge and products in the 
m a r k e t ,  s i n ce  t h ey  d o  n o t  h a ve  t h e 
resources to conduct their own research and 
development or to innovate. The imitation 
strategy allows companies to learn from 
market leaders, compete, and develop 
their  own research  and development 
competencies. The scientific literature 
defines three types of imitation strategies: 

“copying the entire product”; “copying 
individual technical parameters, design 
and brand elements, borrowing innovative 
solutions (technologies, patents, knowledge, 
business processes, management principles 
and business models)”; “creative imitation, 
w h e n  a  c o m p a n y  m a k e s  c h a n g e s  t o 
an original  innovation or f inds a new 
application, as a result of which it creates 
a new product, process, technology” [21]. 
U n d e r  ce r t a i n  co n d i t i o n s , i m i t a t i o n 
strategies, can also help create sustainable 
co m p e t i t i ve  a d v a n t a g e  a n d  i m p r ove 
business performance.

Effect of financial capital on innovative 
behavior of industrial companies

Financial capital is an essential resource 
for implementing innovative strategies 
and, therefore, the choice of innovative 
b e h a v i o r  b y  i n d u s t r i a l  c o m p a n i e s . 
Availability and access to financial capital 
for efficient producers makes it possible to 
improve infrastructure and introduce new 
technologies to improve product quality 
while reducing costs; for technological 
innovators , to  experiment  more with 
the development of new products and to 
implement new projects in the field of 
technology integration with partners along 
the value chain without reducing resources; 
for value innovators, the access to financial 
capital  a l lows for  a  deeper  sur vey of 
consumers and their needs and requirements, 
systematically tracking changes, while 
measuring their  sat isfact ion;  radical 
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innovators who possess financial capital, 
have more opportunities to conduct research 
and development, and, consequently, to 
commercialize their results; imitators will be 
able to search for new products and services 
that the market needs, as well as to assess 
the possibilities of adapting new products to 
market requirements or full imitation.

The accumulated empirical  studies 
have shown that restrictions of access to 
financial capital (in some studies —  liquidity 
restriction, for example, [22]) adversely 
affects research and development [23], 
the effectiveness of innovation [22, 24]. 
However, there is no consensus regarding 
the importance of own sources or external 
financing of innovative activities. Thus, 
works [25, 26] substantiated that external 
financing has a more obvious positive effect 
on innovation among high-tech companies, 
while for medium- and low-tech firms, their 
own sources of financing are of greater 
importance.

Work [27] shows that, given the limited 
equity capital, only external financing 
can guarantee continuous investment in 
innovation for companies in all industries.

Work [28], on the contrary, substantiated 
a significant positive effect of equity capital 
for financing innovative activities.

At the same time, different types of 
liquidity restrictions have different effects 
on the effectiveness of innovation activities.

Thus, this review allows for the following 
hypotheses:

Hypothesis 1: The financial performance 
of industrial companies depends on the 
model of innovative behavior, while a 
combination of  models  of  innovative 
behavior will allow achieving the highest 
possible performance results.

Hypothesis 2: Financial capital has a 
significant positive effect on the choice of a 
more advanced innovative type of behavior 
and the effectiveness of innovation.

H y p o t h e s i s  3 :  D i f f e r e n t  t y p e s  o f 
restrictions on access to financial capital 

have different effects on the choice of 
innovative behavior and the performance of 
industrial companies.

In this  study, we wil l  consider  two 
types of restrictions on access to financial 
capital: soft, when the rate of return on the 
company’s activities is below the lending 
interest rate, and rigid, which assumes that 
the company does not have access to the 
credit market.

Fig. 1 presents the theoretical research 
model developed by the authors.

UsED DATA AND REsEARCH METHODs
Research sampling

D a t a  o n  i n d u s t r i a l  c o m p a n i e s  w a s 
collected for  the period from 2015 to 
2019, characterized by increased economic 
sanctions against Russia, deterioration of 
macroeconomic indicators, loss of the value 
of the national currency, deterioration in 
business activity, a noticeable decline in 
investment in all industries and, as a result, 
access for industrial companies to financial 
capital.

For the empirical analysis, we selected 
648 industrial companies with over 250 
people each. 28% of the selected companies 
are exporters and operate in global markets. 
More than 40% of the companies conduct 
independent research and development 
(R&D). The average share of sales proceeds 
directed to R&D is 5.5%. About 10% of the 
companies have joint research projects.

Research variables
Three groups of  indicators  were used 
as  dependent  var iables , each of  them 
was assessed on a 7-point scale, where 
1 stands for “the indicator has significantly 
decreased”, 4 stands for “the indicator 
has not changed”, and 7 stands for “the 
indicator has significantly increased”:

•  financial performance indicators: sales 
proceeds, profitability of sales;

•  indicators  of  the effectiveness  of 
innovation: revenue from sales of new 
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products, the availability of investments in 
research and development, the availability 
of patents;

•  market  indicators :  market  share , 
incremental value for customers.

Subjective performance indicators are 
often used in management research (for 
example, [29, 30]), due to the fact that 
objective results vary greatly depending 
on the industry, while subjective indicators 
reflect the dynamics of changes from the 
point of view of the company’s management. 
Besides, works [31, 32]  confirmed the 
co r r e l a t i o n  b e t w e e n  s u b j e c t i ve  a n d 
objective assessments. Therefore, subjective 
i n d i c a t o r s  a r e  j u s t i f i e d  a n d  c a n  b e 
considered reliable.

I n d e p e n d e n t  va r i a b l e s   —   t o  a s s i g n 
industr ia l  companies  to  a  part icu lar 
innovation regime, we developed a scale, 
consisting of questions to measure the 

“gravitation” of a company to one or another 
innovative behavior: the presence of its own 
R&D departments, the level of innovation 
novelty, the structure of  investments 
in innovative activities, investments in 
research and development, conducting 
fundamental research by own resources, 
working in international markets, the 
duration of the innovation cycle, the use 
of open innovation tools. Based on these 
indicators, we divided industrial companies 
into five innovative regimes: efficient 

producers; technological innovators; value 
innovators; radical innovators; imitators.

Control variables —  the performance of 
industrial companies varies significantly 
depending on the industry, the size of the 
company, its age, which became the control 
variables. The industry variable is accounted 
for as a dummy variable denoting “1” if the 
company belongs to the industry, and “0” 
otherwise.1 A firm’s age is measured by its 
age, and its size is measured by the average 
number of employees. We transformed 
all variables using the natural logarithm, 
which allows the assumption of a normal 
distribution to be met.

EMPIRICAl REsUlTs
To achieve the aim of the study, we first 
analyzed the data for reliability and validity 
using сonfirmatory factor analysis (CFA). 
We assessed the quality of the models with 
statistical indicators that allow establishing 

1 Classification of industries: food production, including bev-
erages and tobacco products; textile and clothing produc-
tion; production of leather, leather goods and footwear; wood 
processing and production of wood products; pulp and paper 
production; publishing and printing activities; chemical pro-
duction; manufacture of rubber and plastic products; manu-
facture of other non-metallic mineral products; metallurgical 
production and production of finished metal products; manu-
facture of machinery and equipment; production of electrical 
equipment, electronic and optical equipment; production of 
vehicles and equipment; production and distribution of elec-
tricity, gas and water; exploration and extraction of minerals.
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Fig. 1. Theoretical research model
Source: compiled by the authors.
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Table 1
Results of reliability and validity of measurement models

Measurement models Cronbach’s alpha Reliability statistics

First order models

Industrial results 0.782 to 0.921 χ2/df = 2.004; GFI = 0.871; CFI = 0.883; 
AGFI = 0.862; TLI = 0.913;  
RMSEA = 0.034Financial capital availability 0.748–0.836

Second order models

Efficient producers 0.726 to 0.811

χ2/df = 1.994; GFI = 0.822; CFI = 0.901; 
AGFI = 0.879; TLI = 0.934;  
RMSEA = 0.041

Infrastructure improvement costs 0.711 to 0.876

Costs of introducing new technologies 0.735 to 0.884

Process innovation costs 0.773 to 0.825

Improving the quality of products 0.716 to 0.939

Technological innovators 0.854 to 0.983

χ2/df = 1.873; GFI = 0.808; CFI = 0.829; 
AGFI = 0.849; TLI = 0.962;  
RMSEA = 0.039

Availability of patents 0.725 to 0.873

Research and development costs 0.902 to 0.955

Development and implementation costs of new 
products

0.889 to 0.942

Staff training costs 0.819 to 0.908

Value innovators 0.854 to 0.983

χ2/df = 1.833; GFI = 0.819; CFI = 0.805; 
AGFI = 0.822; TLI = 0.911;  
RMSEA = 0.036

Marketing innovation costs 0.751 to 0.893

Development and implementation costs of new 
products

0.774 to 0.886

Number of new products introduced to the market 0.716 to 0.908

Radical innovators 0.854 to 0.983

χ2/df = 1.917; GFI = 0.842; CFI = 0.854; 
AGFI = 0.866; TLI = 0.906;  
RMSEA = 0.042

Share of revenue from export of new products 0.809 to 0.916

Availability of patents 0.761 to 0.829

Basic research costs 0.779 to 0.889

Applied research costs 0.902 to 0.955

Development and implementation costs of new 
products

0.889 to 0.942

Share of products new to the world 0.819 to 0.908

Imitators 0.828 to 0.915

χ2/df = 1.995; GFI = 0.831; CFI = 0.878; 
AGFI = 0.819; TLI = 0.947;  
RMSEA = 0.038

Cost of copying entire products 0.889 to 0.926

Copying costs of individual technical parameters 0.877 to 0.907

Cost of performing a creative imitation 0.819 to 0.948

Note: * —  p < 0.001.

Source: compiled by the authors.
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Table 2
Analysis of the reliability and validity of the variables used in the model

Variable Cronbach’s 
alpha

Composite 
reliability

Average 
variance 
extracted

1 2 3 4 5 6 7

1
Efficient 
producers

0.838 0.82 0.68 0.68

2
Technological 
innovators

0.857 0.79 0.71 0.179 0.71

3 Value innovators 0.884 0.75 0.73 0.227 0.294 0.73

4
Radical 
innovators

0.902 0.90 0.59 0.110 0.019 0.029 0.59

5 Imitators 0.902 0.90 9.65 0.022 0.008 0.017 0.059 0.65

6 Financial capital 0.654 0.583 0.696 0.284 0.308 0.207 0.113 0.169 0.61

7
Performance 
results

0.813 0.72 0.82 0.223 0.054 0.048 0.079 0.134 0.109 0.69

Source: compiled by the authors.

Table 3
Descriptive statistics and correlation matrix

Variable
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M
ax

 v
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ue

1 2 3 4 5 6 7 8 9

1
Performance 
results

6.17 1.18 1 7 1

2
Access to financial 
capital

6.85 1.26 4.23 6.95 0.639 1

3 Company size 4.8 1.14 1.49 6.3 0.74 0.187 1
4 Company age 5.51 1.15 1.23 10.2 –0.044 0.105 0.148 1

5
Efficient producers 
(EP)

4.75 1.08 1.03 7.47 0.036 0.139 0.084 0.039 1

6
Technological 
innovators (TI)

2.74 1.01 0.01 4.78 0.407 0.438 0.217 0.439 0.509 1

7
Value innovators 
(VI)

4.56 1.03 1.02 7.05 0.502 0.519 0.377 0.156 0.472 0.442 1

8
Radical innovators 
(RI)

6.07 1.06 1.04 6.99 0.278 0.212 0.274 0.103 0.513 0.567 0.372 1

9 Imitators (IM) 6.54 1.05 1.03 7.12 0.179 0.198 0.182 0.116 0.438 0.471 0.589 0.43 1

Note: n = 648.

Source: compiled by the authors.
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the correspondence between the calculated 
and modeled indicators.2 Table 1 shows the 
results.

The significance of  the variables is 
confirmed by the Cronbach’s alpha, whose 
threshold value should at least be 0.7. 
In this case, all  variables have values 
from 0.711 to 0.921, which confirms the 
reliability of measurements. Further, to 
assess the consistency of the constituent 
components of second-order variables, we 
used the average variance explained (AVE 3) 
indicator, whose threshold value should 
exceed 0.5 [33]. For all variables, the value 
turned out to be higher than the norm. 
Table 2 presents the results.

We used the Harman’s test to estimate 
the total bias error, since we obtained the 
variables using the subjective opinions 
of  the same respondents. The results 
o f  apply ing  the  method  of  pr inc ipa l 
components showed the presence of nine 
pr inc ipa l  components , whose  va lues 
are greater than 1, and none of which 
accounted  for  more  than  50% of  the 
variance. Therefore, there is no overall 
estimate of the bias. We calculated the 
values of all variables as the arithmetic 
mean of the answers to this question on 
the scale. For the models of innovative 
behavior, we first calculated the means for 
each dimension, and then the mean over 
the constituent elements. Table 3 presents 
the results.

Correlation analysis showed a fairly high 
correlation relationship between models 
of innovative behavior: efficient producers 

2 For the analysis, we used the approach tested in [36]: “χ2/df 
is the general indicator of the model’s quality (threshold 
value <  2 (3); GFI (goodness of fit index) is the fit index 
(threshold value  > 0.9); CFI (comparative fit index) is the 
comparative fit index (threshold value > 0.9); AGFI (adjust-
ed goodness of fit index) is the adjusted fit index (threshold 
value  > 0.9); TLI (Tucker-Lewis index) is the comparative 
Tucker-Lewis index (threshold value> 0.9); RMSEA (root 
mean square error of approximation) is the squared average 
error of approximation (threshold value < 0.08)”.
3 Calculated by the formula: sum of squares of standardized 
loads / (sum of squares of standardized loads + sum of meas-
urement errors).

a n d  t e c h n o l o g i c a l  i n n ov a t o r s , v a l u e 
innovators and imitators, technological 
innovators and disruptive innovators, as 
well as efficient producers, technological 
innovators and radical innovators. There is 
a lack of correlation between other models 
of innovative behavior. Therefore, to reduce 
multicollinearity, the model includes double 
and triple cross variables.

At  t h e  s e co n d  s t a g e ,  u s i n g  l i n e a r 
regression, we analyzed the relationship 
between innovative behavior, restrictions 
o n  a c c e s s  t o  c a p i t a l ,  a n d  c o m p a n y 
performance. The empirical study included 
step-by-step analysis:

•  Stage 1 (Model 1): analysis of the base 
model and control variables;

•  Stage 2 (Model 2): analysis of the basic 
model and direct effects of the choice of 
innovative behavior by companies (efficient 
producers; technological innovators; value 
innovators; radical innovators; imitators);

•  Stage 3 (Model 3–5): double cross 
variable analysis  (eff icient  producers 
and technological innovators (Model 3), 
value innovators and imitators (Model 
4), technological innovators and radical 
innovators (Model 5);

•  Stage 4 (Model 6): triple cross variable 
analysis (efficient producers, technological 
innovators and radical innovators).

To make sure there is no multicollinearity 
of the constructed models, we used the 
variance inflation factors (VIFs) indicator. 
In all cases it did not exceed 4.5 (with 
a standard of 10), therefore, there is no 
multicollinearity in the studied models. 
Table 4 presents the results.

As we see, the greatest performance 
results are achieved by companies that 
choose models of innovative behavior by 
efficient producers (b = 0.0129, p < 0.05), 
value innovators (b  = 0.0158, p <  0.05), 
and imitators (b = 0.0167, p < 0.05). In this 
case, the greatest results are achieved by 
imitators who have proceeds from export 
activities, i. e. operating in the international 
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Table 4
Results of the analysis of the relationship between financial capital, innovative behavior 

and performance in a general sample of industrial enterprises

Research variables Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Control variables

Research and development 
costs

0.0067***
(0.0016)

0.0049***
(0.0019)

0.0054***
(0.0024)

0.0097***
(0.0022)

0.0057***
(0.0017)

0.0069***
(0.0022)

Technology purchase costs
0.0045***
(0.0026)

0.0058***
(0.0019)

0.0067***
(0.0019)

0.0074***
(0.0028)

0.0063***
(0.0039)

0.0089***
(0.0044)

Costs of machinery and 
equipment

0.0058***
(0.0013)

0.0074**
(0.0029)

0.0099***
(0.0035)

0.0088***
(0.0019)

0.0052***
(0.0018)

0.0116***
(0.0014)

Other costs of technological 
innovation

0.0083***
(0.0018)

0.0065***
(0.0017)

0.0072***
(0.0021)

0.0084***
(0.0032)

0.0093***
(0.0018)

0.0059***
(0.0033)

Training
0.0031***
(0.0017)

0.0054***
(0.0018)

0.0049***
(0.0026)

0.0052***
(0.0015)

0.0073***
(0.0019)

0.0046***
(0.0028)

Marketing innovation costs
0.0054***
(0.0016)

0.0068**
(0.0022)

0.0027***
(0.0027)

0.0042**
(0.0037)

0.0053
(0.0014)

0.0079***
(0.0019)

Company size
0.0028***
(0.0011)

0.0034***
(0.0009)

0.0029***
(0.0015)

0.0037***
(0.0016)

0.0041
(0.0023)

0.0016***
(0.0014)

Company age
–0.0124**
(0.0051)

–0.0153***
(0.0069)

–0.0125**
(0.0075)

–0.0167***
(0.0063)

–0.0183***
(0.0082)

–0.0195**
(0.0091)

Financial capital
0.0297***
(0.0032)

0.0213***
(0.0052)

0.0199***
(0.0037)

0.0187***
(0.0028)

0.0171***
(0.0035)

0.0224***
(0.0041)

Export proceeds
0.0153***
(0.0028)

0.0149***
(0.0037)

0.0191***
(0.0044)

0.0176***
(0.0045)

0.0173***
(0.0048)

0.0184**
(0.0014)

Industries INC INC INC INC INC INC
basic variables

Efficient producers (EP)
0.0129***
(0.0047)

0.0148***
(0.0061)

0.0139***
(0.0052)

0.0146***
(0.0057)

0.0169***
(0.0046)

Technological innovators (TI)
–0.0008***

(0.0048)
–0.0026***

(0.0044)
–0.0081***

(0.0052)
–0.0069***

(0.0065)
–0.0038***

(0.0075)

Value innovators (VI)
0.0158***
(0.0024)

0.0136***
(0.0021)

0.0178***
(0.0032)

0.0151**
(0.0039)

0.0191***
(0.0057)

Radical innovators (RI)
–0.0024***

(0.0022)
–0.0059***

(0.0031)
–0.0093***

(0.0042)
–0.0086***

(0.0037)
–0.0046***

(0.0016)

Imitators (IM)
0.1067***
(0.0026)

0.0182***
(0.0035)

0.0174**
(0.0028)

0.0198***
(0.0026)

0.0106**
(0.0044)

Double cross variables

EP ×  TI
–0.0217***

(0.055)
–0.0012***

(0.0033)

TI ×  RI
–0.0162***

(0.0029)
–0.0071***

(0.034)

VI ×  IM
–0.0179***

(0.0082)
–0.0167***

(0.0059)
Triple cross variable

EP ×  TI ×  RI
–0.0068***

(0.0037)

Constant
1.442***
(0.351)

2.589**
(0.475)

2.981***
(0.644)

3.058 ***
(0.392)

2.533***
(0.489)

3.062***
(0.358)

F-statistics 42.12*** 38.17*** 29.87*** 34.83*** 35.28*** 31.56***

 2  .R adj 0.18 0.15 0.16 0.15 0.18 0.17

Note: n = 648; standard errors are in brackets; *** —  p < 0.001; ** —  p < 0.05.

Source: compiled by the authors.
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m a r k e t .  I n c r e a s i n g  r e s e a r c h  a n d 
development costs are driving companies 
towards  a  more  advanced innovation 
regime. Investments in new technologies 
and equipment stimulate innovation and 
have a greater impact on the effectiveness 
of innovation.

Value innovators have a negative effect 
on the effectiveness of innovation, but has 
a stronger positive relationship with the 
financial results of industrial companies. 
The industry specificity on the choice of 
innovative behavior has an effect only for 
imitators and value innovators. The test 
result of 3–5 models indicates a negative 
relationship between the combination 
o f  i n n o v a t i v e  b e h a v i o r  m o d e l s  a n d 
performance results (EP × TI: b = –0.0217, 
p  <  0.10; TI × RI: b = –0.0162, p <  0.05; 
VI × IM: b = –0.0179, p < 0.10). The effects of 
a triple combination of innovative strategies 
do not affect the performance of industrial 
companies (when analyzing a general 
sample —  (Model 6). Focusing a company on 
one type of innovative behavior gives more 
significant results than following mixed 
strategies of innovative behavior.

Thus, Hypothesis 1 is confirmed. The 
chosen type of innovative behavior really 
affects  the performance of  industrial 
companies.

H y p o t h e s i s  2  a b o u t  t h e  e f f e c t  o f 
financial capital is also confirmed, and 
the presence of financial capital has a 
statically significant positive effect with the 
maximum level of significance (b = 0.0297, 
p < 0.05).

To test Hypothesis 3, we divided the total 
sample of Russian industrial companies 
into three subsamples according to the level 
of financial capital limitation:

•  companies with sufficient financial 
capital and not experiencing liquidity 
restrictions;

•  companies  experiencing l iquidity 
restrictions due to the high cost of loan capital. 
This group includes companies whose 

return 4 on invested capital was below the 
average interest rate on loans. This situation 
in the long term leads to unprofitable core 
activities, but we are interested in changing 
the behavior of companies, whether they 
can turn the tide through innovations 
and achieve an increase in the return on 
investment or their innovative behavior will 
be inclined to use a strategy of imitation;

•  companies  experiencing l iquidity 
restrictions due to poor financial condition 
and therefore, they do not have access to 
the capital market. To select companies in 
this category, we used a normative approach 
to determining financial condition, which 
consists  in  comparing the calculated 
financial indicator with the normative 
value, just as in work [33]. If the value of a 
particular indicator was outside the range 
of the normative value, then it was assumed 
that the financial position of the company 
was poor and it was experiencing liquidity 
restrictions due to the inability to access 
the capital markets. The sample includes 
those companies that have at least two 
coefficients below the standard.

For each subsample, we carried out a 
regression analysis in several steps (a total 
of 6 Models), similar to the analysis of the 
general sample. Table 5 presents the results.

The results of the analysis show that 
the models  of  innovative behavior  of 
technological  innovators  and radical 
innovators have a positive relationship 
only in the group of companies that do not 
lack financial capital. For the other two 
subgroups in the sample that experience 
restrictions on access to financial capital, 
these models of innovative behavior do not 
have a significant result on the performance 
of  industrial  companies (b   =  –0.0065, 
p < 0.05; b = –0.0053, p < 0.10).

I n  t h e  s u b g r o u p  o f  c o m p a n i e s 
experiencing liquidity restrictions due to 

4 In this case, the return on invested capital (ROIC) is under-
stood as the ratio of net operating income to the average for 
the period of equity and long-term borrowed capital.
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Table 5
Results of regression analysis of three sample industrial companies by restrictions on access  

to financial capital

Variables Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Control variables INC INC INC INC INC INC

Companies without liquidity restrictions

Basic variables

Efficient producers (EP)
0.0211***
(0.042)

0.0195**
(0.048)

0.0189***
(0.039)

0.0206***
(0.028)

0.0178***
(0.035)

technological innovators 
(TI)

0.0177***
(0.0016)

0.0158***
(0.0019)

0.0161***
(0.0017)

0.0182***
(0.0045)

0.0108***
(0.0038)

Value innovators (VI)
0.0157***
(0.0039)

0.0132**
(0.0051)

0.0183***
(0.0047)

0.0191***
(0.0104)

0.0164***
(0.0058)

Radical innovators (RI)
0.0305***
(0.0022)

0.0312***
(0.0018)

0.0289***
(0.0031)

0.0296***
(0.0065)

0.0321***
(0.0027)

Imitators (IM)
0.0109***
(0.0015)

0.0112***
(0.0044)

0.0123***
(0.0038)

0.0162***
(0.0101)

0.0164***
(0.0063)

Double cross variables

EP ×  TI
0.0207***
(0.029)

0.0194***
(0.022)

TI ×  RI
0.0349***
(0.0042)

0.0411***
(0.0028)

VI ×  IM
0.0166***
(0.0051)

0.0193***
(0.0042)

Triple cross variable

EP ×  TI ×  RI
– 0.0083**
(0.0124)

Constant
1.442***
(0.351)

2.589***
(0.475)

2.981***
(0.644)

3.058***
(0.392)

2.533***
(0.489)

3.062***
(0.358)

F–statistics 37.22 34.19 28.79 36.91 41.18 36.33

R2 adj. 0.18 0.17 0.17 0.15 0.14 0.15

Companies experiencing liquidity restrictions due to the high cost of loan capital

Basic variables

Efficient producers (EP)
0.0269***
(0.0021)

0.0256***
(0.0032)

0.0282***
(0.0034)

0.0251***
(0.0036)

0.0268***
(0.0035)

Technological 
innovators (TI)

–0.0065***
(0.0031)

–0.0084**
(0.0045)

–0.0069***
(0.0039)

–0.0046***
(0.0042)

–0.0111***
(0.0027)

Value innovators (VI)
0.0228***
(0.0022)

0.0231***
(0.0014)

0.0228***
(0.0025)

0.0219***
(0.0018)

0.0233***
(0.0031)

Radical innovators (RI)
–0.0053***

(0.0038)
–0.0131***

(0.0029)
–0.0148***

(0.026)
–0.0139**

(0.019)
–0.0153**

(0.034)

Imitators (IM)
0.0313**
(0.0034)

0.131***
(0.024)

0.128***
(0.026)

0.119***
(0.019)

0.133***
(0.034)

Double cross variables

EP ×  TI
–0.0193***

(0.0069)
–0.0066**
(0.0021)

A. V. Trachuk, N. V. Linder



64 FINANCE: THEORY AND PRACTICE   Vol. 25,  No. 1’2021

Variables Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

TI × RI
–0.0141***

(0.038)
– 0.0136***

(0.038)

VI ×  IM
0.0184**
(0.0027)

0.0199***
(0.0053)

Triple cross variable

EP ×  TI ×  RI
–0.0072**

(0.013)

Constant
2.012***
(0.371)

2.009***
(0.384)

2.481***
(0.512)

1.005***
(0.447)

3.443***
(0.316)

2.562***
(0.339)

F–statistics 34.63 35.23 31.28 34.11 32.54 33.88

R2 adj. 0.16 0.16 0.15 0.16 0.15 0.17

Companies experiencing liquidity restrictions due to poor financial condition

Basic variables

Efficient producers (EP)
–0.1068***

(0.0033)
–0.0195***

(0.0037)
–0.0159***

(0.0032)
–0.0171***

(0.0502)
–0.0055***

(0.0032)

Technological 
innovators (TI)

–0.0098***
(0.0011)

–0.0083***
(0.0024)

–0.0092**
(0.0028)

–0.0146***
(0.0304)

– 0.0169***
(0.0027)

Value innovators (VI)
–0.0126**
(0.0032)

–0.0138***
(0.0027)

–0.0118***
(0.0031)

–0.0182***
(0.0026)

–0.0149***
(0.0039)

Radical innovators (RI)
–0.0192***

(0.0033)
–0.0169***

(0.0037)
–0.0174**
(0.0032)

–0.0136***
(0.0052)

–0.0079**
(0.0032)

Imitators (IM)
0.0179***
(0.0033)

0.0188***
(0.0069)

0.0171***
(0.0055)

0.0163***
(0.0057)

0.0154***
(0.0081)

Double cross variables

EP ×  TI
– 0.016***
(0.0028)

– 0.0172**
(0.062)

TI ×  RI
–0.0173***

(0.0004)
– 0.0085***

(0.029)

VI ×  IM
–0.0169***

(0.0029)
– 0.0108***

(0.0049)

Triple cross variable

EP ×  TI ×  RI
–0.0065***

(0.0013)

Constant
2.371***
(0.279)

3.008***
(0.319)

2.173***
(0.429)

2.993***
(0.284)

1.486***
(0.319)

2.108***
(0.402)

F–statistics 31.59 33.26 37.29 38.42 35.44 32.37

R2 adj. 0.16 0.15 0.15 0.16 0.15 0.17

Note: n = 648; standard errors are in brackets; *** —  p < 0.001; ** —  p < 0.05.

Source: compiled by the authors.

Table 5 (continued)
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the high cost of loan capital, the greatest 
positive relationship with performance 
i s  o n l y  i n  t h e  co m p a n i e s  t h a t  h a ve 
chosen the model of innovative behavior 

“efficient producers” (b = 0.0269, p < 0.05), 
“value innovators” (b = 0.0228, p < 0.05) 
and “imitators” (b  = 0.0313, p < 0.05). 
Consequently, companies have no incentive 
to  choose  a  more  advanced model  of 
innovative behavior.

I n  t h e  s u b g r o u p  o f  c o m p a n i e s 
experiencing liquidity restrictions due to 
poor financial condition, only one model of 
innovative behavior, “imitators” (b = 0.0192, 
p < 0.05), is positively associated with the 
performance of industrial companies

Following mixed strategies of innovative 
behavior (Models 3–5) positively affects the 
performance of industrial companies only 
in the subgroup of companies that are not 
experiencing liquidity restrictions.

A l s o ,  d i f f e r e n t  t y p e s  o f  l i q u i d i t y 
restrictions have a different effect on mixed 
strategies: in the subgroup of companies 
experiencing soft liquidity restrictions, the 
mixed strategy of value innovators and 
imitators has a positive relationship, while 
in the subgroup of companies experiencing 
hard liquidity restrictions, all types of 
mixed strategies have an insignificant 
relationship with company performance.

Thus, industrial companies will choose 
more advanced strategies for innovative 
behavior only if they do not experience 
restrictions on access to financial capital.

Adherence to triple models of mixed 
i n n o v a t i o n  b e h a v i o r  h a s  a  p o s i t i v e 
relationship with performance also only 
in the subgroup of companies that do not 
lack funding. For the other two subgroups, 
tr iple  mixed strategies  of  innovative 
behavior have a negative relationship with 
performance.

T h u s ,  H y p o t h e s i s  3  i s  co n f i r m e d : 
sufficient financial capital helps companies 
expand their innovative capabilities and 
support  the development of  both two 

and three mixed strategies of innovative 
behavior. Different types of  f inancial 
restr ict ions have different  effects  on 
innovative behavior: soft restrictions allow 
the development of dual strategies, for 
example, value innovators and imitators. 
They also allow the selection of more 
advanced models of innovative behavior, i. e. 
move from “imitators” to “value innovators” 
or “efficient producers”, while restricting 
access to capital in a rigid form has only 
one model of innovative behavior, which 
is positively related to the performance of 
industrial companies and does not allow 
the transition to more advanced innovative 
modes.

CONClUsIONs
Financial capital is a strategically important 
resource that affects developing certain 
models of innovative behavior and the 
performance of industrial companies. The 
current research gives a new insight on the 
relationship between the chosen model/
combination of  models  of  innovative 
behavior and the performance of industrial 
companies in the context of restrictions on 
access to financial capital. The empirical 
analysis led to the following conclusions. 
The choice of models of innovative behavior 
“efficient producers”, “value innovators” and 
“imitators” when these companies operate 
in the international market has the greatest 
effect on financial performance. On the 
contrary, the effectiveness of innovation 
activity is most influenced by “technological 
innovators” and “radical innovators”, and 

“imitators” and “value innovators” prevent 
the creation of radical innovations. The 
availability and access to financial capital 
of industrial companies affect the choice 
of an innovative behavior model (with 
the maximum significance). For example, 
despite the fact that many studies justify 
the important role of technological and 
radical innovators [34], our study shows a 
positive relationship between these models 
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of innovative behavior and performance 
only for companies that are not experiencing 
liquidity restrictions. Besides, for these 
companies, focusing on a combination of 
innovative behavior patterns is positively 
assoc iated  with  per formance, with  a 
combination of technological innovators 
and radical innovators showing the strongest 
link and enabling companies to benefit from 
complementarities. The combination of the 
three strategies of innovative behavior does 
not give a positive effect even for companies 
not experiencing liquidity restrictions. It 
is likely that the combination of the three 
models of innovative behavior creates 
difficulties in attracting resources, which 
undermines the company’s ability to develop 
and maintain several models of innovative 
behavior at once.

Different types of restrictions on access 
to financial capital affect the choice of 
an innovative behavior model  and its 
transformation in different ways.

Thus, for companies experiencing soft 
restrictions, the greatest positive effect is 
provided by “efficient producers”, “value 
innovators”, and “imitators”. It is only the 
combination of “value innovators” and 

“imitators” that provides positive effects from 
the combination of models of innovative 
behavior. This is likely due to the fact that 
such strategies require less investment and 
form a competitive advantage by creating the 
most value for customers.

F o r  co m p a n i e s  ex p e r i e n c i n g  r i g i d 
restrictions, only focusing on imitation 

strategies yields positive results. Rigid 
restrictions also do not allow for the effects 
and benefits of complementarities between 
innovation strategies.

The research results are of practical value 
for industrial leaders, business owners and 
entrepreneurs. Even with the limited access 
to financial capital, the results indicate the 
need to allocate resources for innovation, 
development and launch of new products on 
the market, and access to foreign markets. 
Developing imitation innovations in new 
or existing markets is an alternative in 
the context of rigid liquidity restrictions. 
Besides, business leaders should be aware 
of the limitations of combined innovation 
strategies and their potential negative 
impact on company performance.

The study is limited by the subjective 
assessments of the survey participants. 
In the future, one could use objective 
data and compare the results. Moreover, 
we  conducted  the  study  on a  sample 
of industrial companies; in the future, 
the analysis could be extended to other 
industries. Also, future studies may consider 
other factors of the internal and external 
environment, for example, innovation 
networks and intercompany cooperation, 
the qualifications of employees engaged 
in innovative activities, etc. , that can 
affect the relationship between innovative 
behavior and the company’s performance in 
the context of financial capital restrictions, 
which will allow for further significant 
development of the considered problems. 
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INTRODUCTION
It is hardly an exaggeration to say that the 
leadership of the Russian Federation over the 
past 20 years has been actively trying to solve 
the problem of the country’s technological 
modernization. Much has been done for this 
divergently: numerous regulatory documents 
have been adopted, significant amounts of 
money have been allocated for certain areas, 
specialized innovation centers have been 
created, etc. However, the results of all these 
efforts are quite poor. This raises a question 
of general scientific significance: what is the 
reason for Russia’s permanent failures? Can 
our country be a world technological leader at 
all?

Answers to these questions are complicated 
by the fact that at certain periods of time 
Russia achieved absolutely incredible 
scientific and technological successes, but 
most of the time it was a technologically 
lagging country.

The starting point is the report by Dmitrii 
Sorokin presented at the VI International 
Co n g r e s s  “ P r o d u c t i o n ,  S c i e n c e  a n d 
Education” (PNO-2019).1 According to 
D. Sorokin, Russia’s permanent failures in 
the technological modernization have their 
own political and economic logic. In a few 
words it is as follows: the vast territory of 
the country and its difficult climate require 
a strong central government to preserve its 
internal unity and ensure external security; 
otherwise, the country will either disintegrate 
itself, or undergo a military invasion from 
outside; in turn, strong power leads to the 
despotism of officials, who create endless 
obstacles to entrepreneurs and innovators. 
This institutional climate makes the domestic 
market for technological innovation relatively 
small and extremely sluggish. Abandoning 
authoritarian power to develop liberal-
democratic foundations in Russian society 

1 The political economy of technological leadership. Report at 
VI International Congress “Production, Science and Education” 
(PNO-2019). TV–Info, December 5. URL: https://www.youtube.
com/watch?v=gpZvP60W6rY (accessed on 05.11.2020).

usually contributes to increasing chaos 
with the most negative consequences. For 
example, the liberal regime of Nicholai II 
provoked the October Revolution of 1917, 
the collapse of the Russian Empire and 
its transformation into the USSR. The 
democratic reforms of M. Gorbachev led to 
the collapse of the USSR in 1991, which had 
grown over the years of its existence, into 
15 separate countries. B. Yeltsin’s policy of 
granting unlimited freedom to the regions 
of the Russian Federation disintegrated the 
country again, which required the transition 
to V. Putin’s authoritarian methods in 2000 
[1]. According to D. Sorokin, there is no 
alternative to a strong central government for 
Russia. Consequently, it will never become 
a world technology leader. The efforts 
must be focused on finding a bureaucratic 
management system that would prevent 
the state from critically lagging behind the 
leading countries.

This concept is quite interesting and 
meaningful. Although some parts of it are 
well known and discussed in the media, 
D. Sorokin integrated them, gave it  a 
political and economic form and dogmatized 
the impossibility of Russia’s technological 
leadership . Hereinafter, with a certain 
convention, we will call these provisions 
D. Sorokin’s concept. These political economic 
considerations are expressed verbally and are 
not supported by formal and empirical tools. 
Therefore, the study aims to build a model 
of public administration that would allow to 
strictly mathematically illustrate the concept 
of D. Sorokin and to test its validity about 
the impossibility of Russia’s technological 
leadership.

The relevance of the work is determined by 
the fact that the theory of D. Sorokin basically 
puts an end to the large-scale technological 
modernization of the Russian economy 
and proposes just a slight improvement in 
the existing bureaucratic model of country 
management and its adaptation to the current 
situation. However, this unassuming scenario 
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for Russia’s development seems extremely 
undesirable. The proposed model aims at 
determining the features of the governing 
system that allow the country to overcome the 

“centralization syndrome” and to claim global 
technological leadership.

PRINCIPlEs OF THE MODERN CONTROl 
THEORY

A cornerstone achievement of the control 
theory (cybernetics) is Ashby’s law of requisite 
variety  and Sedov’s law of hierarchical 
compensation  formulated in the 1950s. 
According to the first, the complexity (variety) 
of the control subsystem should be no less 
than the complexity (variety) of the controlled 
subsystem. According to W. Ashby’s law, the 
development of the economy should be 
accompanied by an outrunning complexity 
of the management system, which entails 
an accelerated increase in the load on the 
public administration system. If the public 
administration system is not able to adequately 
improve (increase its variety), then according 
to E. Sedov’s law, it must reduce the variety 
of the controlled system —  the economy [2]. 
These views were anticipated by Aleksandr 
Bogdanov (Malinovskii) back in 1913–1929 in 
his tektology, where the Ashby’s law function is 
realized by ingression mechanisms (unification 
of the activities of system elements) and 
egression (centralization and coordination 
of the activities of system elements), the 
E. Sedov’s law function is  realized by 
disingression (separation of the activities of 
system elements) [3].

Being the result of an abstract generalization 
of long-term observations of various systems, 
the laws by W. Ashby and E. Sedov make 
it possible to interpret the dynamics and 
development of any complex formations. 
Thus, the role of E. Sedov’s law is shown 
on the example of the standardization of 
markets and institutions, when the excessive 
complexity of the economy leads to a 
simplifying management effect on the part of 
the regulator [4, 5]. Market regulation creates 

certain frameworks (constraints) and thereby 
eliminates the increased complexity of the 
economy.

One of the Ashby’s law manifestations 
was the global increase in the share of 
government expenditure in all countries (with 
no exception) over the past 150 years. German 
economist Adolph Wagner was the first to 
notice this pattern. In 1892, he formulated the 
law of increasing state activities: in countries 
with developed industry, the increase in 
government expenditure is faster than the 
output and national income. This is due to the 
complexity of socio-economic relations and 
the strengthening of the regulatory function 
of the state against this background. Over 150 
years, this law has been empirically confirmed 
for different countries (Table 1), and therefore 
it has long been considered one of the most 
inviolable economic laws [6].

Wagner’s law is no longer valid in many 
countries. This is due to the fact that the 
share of government expenditure in GDP in 
some states exceeded 50% by the end of the 
last century, which, most likely, became the 
marginal financial burden, requiring the 
search for other approaches to complicating 
the management system. One of the simplest 
consequences of the fact that Wagner’s law is 
exhausted was the decline in development of 
advanced (democratic) countries and globally 
growing authoritarian regimes of various 
severity as the most economically and socially 
effective, based on Sedov’s law [8]. The most 
prominent examples are China, Turkey and Iran. 
Less pronounced success is in Belarus, Vietnam 
and North Korea. Russia steadily follows this 
global trend, but with much less economic 
dynamism. The events of 2020 associated 
with the COVID-19 pandemic clearly showed 
the lack of central government power in the 
United States, which did not timely prevent 
election riots and law violations. In some 
European countries, on the contrary, signs of 
authoritarianism appeared in the form of an 
overly strict regime of self-isolation of the 
population.
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Italian political scientist Danilo Zolo 
explains that the main threat to democratic 
traditions is the increasing complexity of 
modern society [9]. The excessive complexity 
of society due to democratic freedoms 
(freedom of the media, the activities of public 
organizations, the political activity of the 
population at rallies and demonstrations, 
force majeure such as the COVID-19 pandemic, 
etc.) leads to increasing social risks and 
generates a response from the authorities. 
Rigid regulation of social life in the form of 
prohibitions leads to blocking its centrifugal 
tendencies, which is equivalent to its 
simplification. This anti-democratic method 
of government is a natural manifestation of 
Sedov’s law, when the governing system does 
not try to develop to the governed one and 
to surpass it, but simplifies the latter to its 
own level, thereby causing stagnation in the 
development of society. Democratic regimes 
are more progressive and tolerant of all kinds 
of freedoms, but their maintenance becomes 
too expensive.

As a rule, the development of any society 
is an alternating action of Sedov’s and 
Ashby’s laws, which manifests itself in the 
cyclical nature of authoritarian (Sedov’s 
law) and democratic (Ashby’s law) regimes. 
This alternation of different methods of 
government is typical even for Russia, where 
over the course of many centuries the 
institutions of authoritarian power were 
replaced by their democratic antipodes (city 
veche, Boyar Duma, noble meetings, State 
Duma, etc.) [4].

Ashby’s and Sedov’s laws are supplemented 
by  Arnold  Toynbee’s  concept  stat ing 
that the development of civilization is 
affected by external disturbances of the 

“challenge-response” model. This means 
that the complexity of social systems as a 
global trend of evolutionary development 
constantly challenges the system of public 
administration. If the latter accepts the 
challenge and adequately responds to it, it 
continues to exist and develop. Otherwise, 
society degrades to the point of complete 

Table 1
share of government expenditure in GDP in developed countries

Countries
share of government expenditure in GDP, %

1870 1960 1996 2019

Austria 10.0 35.7 52.0 48.2

France 13.0 34.6 55.0 55.6

Germany 10.0 32.4 49.0 45.7

Italy 14.0 30.1 53.0 48.7

Japan 9.0 17.5 36.0 38.9

Norway 6.0 29.9 49.0 51.8

Sweden 6.0 31.0 64.0 49.3

Switzerland 16.0 17.2 39.0 32.7

Great Britain 9.0 32.2 43.0 39.3

USA 7.0 27.0 32.0 37.8

Source: Bainev V., Komar I. [7]; Trading Economics. URL: https://ru.tradingeconomics.com/country-list/government-spending-to-gdp 

(accessed on 05.11.2020).
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destruction along with an incapacitated 
system of power [10].

The foregoing unambiguously indicates 
that if earlier the increasing complexity of 
society “spilled over” into the growth of 
government spending, today we must search 
for new management mechanisms and new 
forms of interaction between the system 
of power and economic entities. There are 
opportunities for this, especially in the context 
of total digitalization.

One of the traditional and universal 
tools for increasing the efficiency of the 
public administration system is the dosed 
decentral izat ion of  power, including 
administrative, aimed at redistributing powers, 
responsibility and financial resources between 
different levels of the management system 
[11, 12]. The analysis of the relationship 
between administrative decentralization and 
economic growth in China on the example 
of implementing the China’s counties power 
expansion reform  in 2002, showed that 
transferring powers to the lower (county) level 
of government contributed to GDP growth 
per capita by 3.3%, which was mainly due to 
the expansion of the local administration’s 
ability to attract investment (an increase 
of 18.8% from 2000 to 2008). The positive 
effect weakened in the regions under less 
government supervision [13]. In the context of 
interaction between the control and controlled 
subsystems, this experience demonstrates 
at least two important points. On the one 
hand, at the level of interaction between 
local authorities and their subordinate 
territories, there is a clear complexity of the 
control system due to the delegation of new 
functions and additional resources. On the 
other hand, the management system at the 
level of the central government has become 
more complicated due to creating an extensive 
network of subordinate bodies, which made it 
possible not only to redistribute resources, but 
also to increase the efficiency of the central 
government management. The analysis 
showed that the weakening of the supervisory 

function “simplified” the control subsystem of 
the center and made it less complex relative 
to the control subsystem of counties, which 
significantly reduced the efficiency of public 
administration in the regions [13].

Decentralization of power has proven 
its efficiency not only at the state level, 
but  also in  the management of  large 
organizations, when the management 
system becomes more complex due to a 
complex of lower management subsystems. 
Thus, the introduction of a three-level 
corporate project management system at 
Gazprom Dobycha Yamburg, which looped 
all stages of the project development from 
its inception to full implementation, made 
it possible to reduce the complexity of the 
overall enterprise management, free up the 
management resource of top management 
and thereby increase the manageability of the 
entire organization [14]. The complexity of 
the corporate management apparatus implies 
the introduction of advanced management 
technologies, and not just the attraction of 
additional human resources and the expansion 
of the administrative staff [15].

The main reserve for the management 
system efficiency is improving personnel 
management aimed at  increasing the 
professionalism and competence of personnel. 
A lot of work is being done in this direction 
in the public sector. In particular, on 
the development of competence models, 
which in many countries are a key tool in 
human resource management systems [16]; 
creating a personnel reserve has become 
widespread in Russia [17]; aimed at recruiting 
professional staff in government bodies, 
Indonesian multilevel model of human 
capital management NUSANTARA has a good 
history [18].

Modern development is a multifaceted 
cyclical process with a permanent complexity 
of the controlled subsystem, challenging 
the control subsystem, whose response 
should increase its complexity. If this does 
not happen, either the entire system starts 
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degrading, which may lead to its complete 
collapse, or it will move to authoritarian 
regimes of  power with their  inherent 
ineffective “manual control” of the economy, 
indicating a managerial crisis of the central 
government.

INTERACTION MODEl OF POWER, 
MARKET AND COMPlEXITY  

OF THE sOCIAl sYsTEM
We will illustrate the above logic of the 
evolution and functioning of socio-economic 
systems on the corresponding model of 
economic growth.

This model serves mainly as an illustration 
of the described mechanism, but it indirectly 
proves the thesis about the dependence of the 
Russian economy on its spatial and climatic 
features. This dependence is by no means 
unambiguous and not fatal that may justify all 
subsequent constructions.

The  model  i s  based  on  a  s tandard 
macroeconomic production function where 
for simplicity we will use a linear relationship:

     ( ) ( ) ( ) ( )Y t A K t L t U t= + α +β + ,  (1)

where Y is the level of production in the 
country (GDP); K is the amount of fixed 
capital in the national economy (production 
technologies); L is the number of employees 
in the national economy (human capital); 
U  is the macroeconomic organizational 
potential of the state (variety of institutions 
and regulatory instruments); A, α and β are 
the parameters of function (1), determined 
statistically by constructing the corresponding 
econometric dependence; all parameters are 
positive by default.

In the literature, an established standard 
usually considers three participants at the 
macro level: the state (management by 
maintaining certain institutions and their 
efficiency), the employer (investments in 
fixed assets through the purchase of new 
technologies) and employees (the number 
of employees able to work with modern 

technology). Here, function (1) can be 
considered an absolutely traditional analytical 
construction.

By function (1), we describe the economic 
growth of a certain conditional country, since 
the described mechanism is universal and 
typical of all countries.

Function (1) can be written in a dynamic 
form (by time differentiation):

  ( ) ( )/ / / /dY dt dK dt dL dt dU dt= α +β + ,  (2)

where t is time, and the derivatives show the 
increments of the corresponding quantities. 
For simplicity we will assume that dt = 1 and 
will operate simply with absolute increments.

The next step in modeling the public 
administration is the most important and 
interesting aspect of the study. We assume 
that the very managerial potential of state 
U depends on several groups of factors: the 
effect of assembling all the country’s resources 
for purposeful use, provided by the central 
authorities; the effect of market self-regulation 
of the system of economic resources; the effect 
of diverting part of the managerial potential 
to non-economic tasks —  maintaining the 
country’s internal integrity and ensuring its 
external security. It is legitimate to introduce 
the following institutional function (for 
simplicity we will also write it in linear form):

( ) ( ) ( ) ( ) ( ) ( ),U t B aV t bW t mM t h n C t= − − + + −  (3)

where V is management costs for maintaining 
the internal integrity of the country; W 
is  management costs  for  maintaining 
the  countr y’s  external  securi ty;  C  i s 
the managerial potential of the central 
government (the “strength” of the vertical 
of power); M is the potential of market self-
government (market “strength”); B, a, b, h, m 
and n are the parameters of function (3); like 
in function (1), all the parameters are positive.

Function (3) requires some commenting. 
The macroeconomic potential of management 
depends on the diverting effect due to the 
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maintenance costs of the country’s internal 
integrity and external security. This effect 
is described in function (3) by component 
(–aV–bW). In this case, it is assumed that the 
larger the territory of the country and the 
more severe its climate are, the higher these 
two types of costs are, “subtracted” from 
the general management potential. This 
fact determines the minus sign in front of 
corresponding parameters a and b. However, 
the values of these two parameters show the 
managerial efficiency of the state in solving 
the problems of internal integrity and external 
security. This means that even with a large 
country and cold climate, skillful management 
can reduce the diverting effect.

The main component of function (3) is the 
assembling effect (hC), which depends both 
on the strength of the vertical of power (C) 2 
and on the art of using it to solve national 
economic problems (h). The assembling effect 
is complemented by the effect of market self-
regulation (mM–nC). It depends on the power 
(capacity) of the market (M) and its ability to 
self-regulation (m), as well as on government 
intervention in this process (–nC). We assume 
that this intervention depends on the strength 
of the vertical of power (C) and is generally 
destructive in nature, which determines the 
negative sign of parameter n, as well as on the 
activity of the intervention itself (n). Thus, the 
efficiency of market self-regulation negatively 
depends on the strength and activity of the 
central government. Theoretically, one could 
assume that the intervention of the central 
government eliminates the so-called market 
failures and thereby improves its functioning. 

2 The strength of the vertical of power can be measured in dif-
ferent ways. In particular, in work [19], Centralization index V 
was calculated by subtracting the values   of this index for the 
USA (7.96) and Russia (3.11) from the maximum value of the 
Democracy Index D (10 points); as a result, for the USA V = 10 —  
D = 2.04, and for Russia —  V = 10 —  D = 6.89. Economist Intel-
ligence Unit: The Democracy Index 2019. URL: https://www.
eiu.com/public/topical_report.aspx?campaignid=democracyin
dex2019; https://gtmarket.ru/ratings/democracy-index/info) 
(accessed on 11/05/2020). In this case, a simple principle was 
used: the stronger and tougher the central government is, the 
less democratic foundations and freedoms in the country are.

We will not consider this option, assuming 
that any outside interference disrupts natural 
market mechanisms and reduces their ability 
to self-regulation.

By analogy with function (1), function (3) 
can be represented in a dynamic form:

     ( )dU adV bdW mdM h n dC= − − + + − ,  (4)

where, as already mentioned, the differentials 
denote the increments of the corresponding 
variables for the year.

The equation for the dynamics of economic 
growth will take its final form:

( ) .dY dK dL adV bdW mdM h n dC= α +β − − + + −  (5)

Equations (4) and (5) show that institutional 
dynamics will stimulate economic growth only 
if dU > 0. Equation (4) implies that fulfilling 
the inequality is a necessary condition for this 
development:

 ( ) .mdM h n dC adV bdW+ − > +   (6)

Violating condition (6) means the following: 
the managerial potential of the central 
government and market self-regulation 
are insufficient for effective management 
of the economy, because their resource is 
completely depleted by an extensive increase 
in maintenance costs of internal order and 
external sovereignty and a not very productive 
management system for these two geopolitical 
directions. The positive effect of increasing 
power takes place only if h > n. This means that 
the efficiency of general central regulation is 
quite high, and direct government intervention 
in the economy is not too great. Otherwise, the 
strengthening of power will only worsen the 
situation and hold back economic growth.

Generally, we have got a result showing 
the power possesses the feature of managerial 
ambivalence, already considered in the 
literature [20]: with sufficient flexibility and 
efficiency, a strong central government is 
capable of accelerating economic growth; 
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otherwise, it has a restraining effect on the 
development of the economy.

Let us suppose that the model describes 
an “ordinary” country, i. e. with an average 
size of the territory, a temperate climate 
and a relatively democratic form of political 
government. For a state like Russia, which is 
many times larger than an “ordinary” country 
and has worse climatic conditions, as well as 
an immeasurably stronger central government, 
the following ratios can be written:

   
*V kV= ,  (7)

               
*W kW= ,  (8)

   
*C kC= ,  (9)

             
* /M M k= ,  (10)

where the asterisk marks the indicators of the 
Russian economy.

The coefficient of the relative strength of 
the central government of Russia in relation to 
the “ordinary” country k > 1 in dependencies 
(7)–(10) is determined by the above reasons, 
which determine the costs of internal and 
external security. This, in turn, requires a 
stronger vertical of power, while the market 
potential, on the contrary, is cut down by this 
power. Expression (10) is fundamental. In 
contrast to formulas (7)–(9), it sets an inverse 
dependence of the structural variable with the 
relative strength of the central government. 
This ratio fixes the confrontation between 
power and the market: the more power is, the 
weaker the market mechanisms are and the 
larger the segment of the market that is under 
the direct patronage of the government.

Generally, the proportionality coefficients 
in (7)–(10) are different. However, for 
simplicity of calculations, we will assume that 
they have the same value —  k. If we assume 
that the dynamics of capital and labor in 
Russia coincides with their dynamics in an 

“ordinary” country, then equation (5) can be 
rewritten for Russia as follows:

     ( )
*

* * *.

dY dK dL adV

bdW mdM h n dC

= α +β −

− + −

−
  (11)

Considering equations (7)–(10), the 
assumption of the invariability of coefficient k 
in time and the equality of the parameters in 
the functions of both countries, equation (11) 
will be as follows:

            

( )

( ) .

dY dK dL k adV bdW

mdM
h n kdC

k

= α +β − + +

+ + −
  (12)

Then the impact of the managerial factor 
will stimulate economic growth both with an 
analogue of condition (6) and considering 
ratios (7)–(10):

        
( ) .

mdM
k adV bdW h n dC

k
 > + − −    (13)

Condition (13) sets the upper limit (k*) of 
the relative strength of the vertical of power 
in Russia:

   
*,k k<   (14)

where the critical value k* is determined by 
formula:

             
( )

* �.
mdM

k
n h dC adV bdW

=
− + +   (15)

If n > h, the upper limit k* certainly exists; if 
h slightly exceeds n, this limit also takes place. 
Thus, with excessive pressure from the vertical 
of central government on the market, the state 
management system cannot cope with its 
responsibilities and has a negative impact on 
economic growth.

For all their simplicity, the formulas 
demonstrate the nontriviality of the role of 
the central government and a large territory 
of the country. For example, if

            ( )h n dC adV bdW− > +   (16)

then any strengthening of power (k growth) 
will positively affect the economic development 
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of the country; otherwise, the power of the 
central government should be limited to some 
reasonable level (15).

We will  now get back to the idea of 
complexity. Growing complexity of the socio-
economic system determines the growing 
costs for its internal and external protection, 
the growth of the market “volume” and, 
ultimately, the maximum strengthening of the 
central government. Thus, the main initial and 
completely impersonal factor of the dynamics 
of the control system (power of authority) 
is the complexity of the controlled system 
(economy).

Therefore, we will get back to Danilo 
Zolo’s concept, which sees the complexity of 
the system as equivalent to the increasing 
freedom of its elements and leads to the 
need for government response in the form 
of increasing all restrictions. To ensure these 
restrictions, it is necessary to maximally 
concentrate and strengthen the power itself. 
Due to increasing complexity is in the modern 
world, the logic of D. Zolo leads him to the 
conclusion about the coming domination of 
authoritarian regimes.

Developing D. Zolo’s idea, we will consider 
the auxiliary linear dependences of the 
structure variables of the control function on 
the complexity of the controlled system:

          ( ) ( ) ( )*0V t V a S t= + ,  (17)

         ( ) ( ) ( )*0W t W b S t= + ,  (18)

                   ( ) ( ) ( )*0C t C h S t= + ,  (19)

                 ( ) ( ) ( )*0M t M m S t= + ,  (20)

where S  is the complexity of the socio-
economic system of an ordinary country; 
the asterisk marks new parameters in the 
presented dependencies. As before, all 
parameters are positive. We leave aside the 
question of how to measure the complexity of 
a social system in practice. This is due to two 
circumstances. First, as will be shown below, 

this aggregate will not be included in the final 
conclusions on the model. Second, there is 
no doubt the very possibility of assessing the 
complexity of a social system, but assessment 
methods can be arbitrarily diverse and non-
trivial; this is a discussion for a separate study.

The condition for the efficiency of the 
control system will then take on a more 
compact form (due to the fact that, in 
accordance with dependencies (17) –(20), all 
changes in structural variables depend on 
the increase in complexity dS, reduced in 
subsequent calculations):

              
( )

*
* * * .

mm
k aa bb h h n

k
 > + − −    (21)

Condition (16) is specified by the following 
equation:

  ( ) * * *.h n h aa bb− > +   (22)

If equation (22) is satisfied then the built 
power vertical is highly effective and its 
strengthening will only streamline the socio-
economic system and has a beneficial effect 
on all aspects of public life. If condition (22) 
is not satisfied and the central government 
is not very effective, then its upper limit is 
calculated quite simply:

      ( )
*

*
* * *

�.�
mm

k
aa bb h n h

=
+ + −

  (23)

Thus, the need for power is completely 
d e t e r m i n e d  by  t h e  co n f i g u r a t i o n  o f 
parameters (23), where the parameters reflect 
the efficiency of the public administration 
system’s response to external disturbances.

Let us summarize the models.
First, we considered a three-level system 

of economic growth formation. The first level 
is associated with a challenge that comes in 
the form of an increase in the complexity of 
the social system. Four subsystems of public 
administration respond to this challenge 
with various adequacy and efficiency: 
management costs for maintaining the 
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country’s internal integrity; management 
costs for maintaining the country’s external 
security; the administrative potential of the 
central government (“strength” of the vertical 
of power); the potential of market self-
government (market “strength”). At this level, 
we consider the efficiency of the subsystems 
of public administration. At the second level, 
these four subsystems are assembled into 
a common power potential to maintain the 
efficiency of the entire public administration 
system. At this level, we consider the 
efficiency of the public administration 
system in coordinating all subsystems and 
maintaining the capacity to perform other 
functions. The third level examines the direct 
impact of the government’s ability to maintain 
the efficiency of various institutions on the 
economic growth rate.

We consider the Russian geographic 
and geopolitical specifics through the 
decomposition of its influence on the economic 
development through different management 
channels. This approach makes it possible 

to identify the least effective management 
areas that lead to system failure, when 
ineffective government tries to compensate 
for its shortcomings by direct pressure on the 
situation, when it is necessary to build up the 
very potential of the power vertical.

Critical assessment (23) of the relative 
power of the central government has a simple 
interpretation: growing power of the center 
allows to positively affect economic growth 
only until limit k* is reached. Excessing the 
limit grows out of proportion and “cuts” the 
economic growth rate. Moreover, the higher 
the efficiency of the public administration 
system, the larger limit k* is. This is a 
very important thing, which we will dwell 
on in more detail below: only effective 
totalitarianism has the right to exist; the 
ineffective one just destroys everything.

All  aggregates discussed above can 
obviously be expressed in monetary form, 
when the interpretation of all processes 
becomes as transparent as possible. In theory, 
we could use other units of measurement.

Table 2
Initial and calculated parameters of the model

Model parameters
Calculation scenarios

No. 1 No. 2 No. 3 No. 4 No. 5 No. 6

a 0.80 0.60 0.60 0.60 0.50 0.45

a* 0.90 0.90 0.90 0.90 0.90 0.90

b 0.80 0.60 0.60 0.60 0.50 0.50

b* 0.90 0.90 0.90 0.90 0.90 0.90

m 0.90 0.90 0.90 0.90 0.90 0.90

m* 1.20 1.20 1.20 1.20 1.20 1.20

h 0.50 0.80 0.80 0.80 0.80 0.80

h* 1.20 1.30 1.30 1.30 1.30 1.30

n 0.00 0.00 0.05 0.15 0.15 0.15

k* 1.13 5.20 3.21 2.14 4.43 10.39

Source: the authors’ calculations.

E. V. Balatsky, N. A. Ekimova



80 FINANCE: THEORY AND PRACTICE   Vol. 25,  No. 1’2021

REsUlTs OF EXPERIMENTAl 
CAlCUlATIONs

To understand the action mechanism of the 
model and the scale of all digital values, we 
will consider six scenarios that differ in the 
initial parameters specified in Model 9. Table 2 
demonstrates the calculation results using 
formula (23) and the initial data.

When designing the scenarios, we used 
two principles. The first involves considering 
a sufficiently efficient control system: the 
overwhelming number of parameters is 
less than 1, i. e. management costs grow 
more slowly than the complexity of the 
corresponding managed subsystem occurs. 
The second principle assumes that h* ≥ m*, i. e. 
Ashby’s law is observed: the complexity of the 
control system (h*)   must be no less than the 
complexity of the controlled system (m*). In 
all scenarios, the complexity of the market is 
not faster than the growth of power and the 
complexity of the state administration system.

We will consider the scenarios in Table 2 in 
more detail.

When comparing scenarios 1 and 2, it can 
be seen that even entire elimination of the 
state from influencing the market (n = 0) 
cannot justify a high level of the vertical 
of power. Non-interference in the market 
functioning gives an effect only if the state 
effectively copes with external and internal 
threats by complicating the management 
system.

Comparing scenarios No. 2, No. 3 and No. 4 
shows that even the smallest interference in 
market processes sharply reduces tolerance 
for an authoritarian regime. As a rule, the 
dictatorship of the center and its legitimacy 
is based on an original model of mutually 
beneficial interaction between the state and 
the market. If, against the background of 
insignificant government intervention in the 
economy, there is a very modest increase in 
efficiency in response to challenges in the 
external and internal environment (scenario 
No. 5), then this power becomes acceptable 
again. If we add a very small increase in 

efficiency in the sphere of internal order in 
country (scenario No. 6), this justifies even a 
very high level of totalitarianism of the central 
government.

Paradoxical as it may seem, the calculations 
show that the despotism of the management 
system or the excessive strength of the 
vertical of power is not a serious constraint for 
the country’s economic development as might 
be expected. The conclusion is even more 
unexpected that legitimate totalitarianism, 
manifested in a tolerant attitude of the 
population, must still be earned. In other 
words, the full power of the state’s leader or 
the ruling elite can only be justified by its 
managerial efficiency. Otherwise, excessive 
centralization of power causes rejection by the 
masses and economic stagnation.

In such way the result explains the dreams 
of many peoples (including Russians) about 
a strong ruler. However, this strong ruler 
must, above all, be effective. Otherwise, 
the voluntarism of the authorities finds no 
justification, and the entire socio-economic 
system degrades.

DIsCUssION OF THE REsUlTs
The built model made it possible to generalize 
and correct Professor Dmitry Sorokin’s thesis 
about the absence of political and economic 
prerequisites for Russia’s technological 
leadership. At first sight this thesis seems 
to be correct, but it is violated if we build a 
highly efficient public administration system. 
Organizational, technological and personnel 
reserves are used to increase the efficiency 
of the management system. This means 
that neither the gigantic area of   Russia, nor 
its specific climate, nor the multinational 
and multi-confessional composition of 
the population, strictly speaking, are an 
insurmountable obstacle to the country’s 
transformation into a global technological 
leader. In practice, however, overcoming this 
growing complexity is a big challenge.

The historical record confirms this result. 
For example, the administrative despotism 
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of Turkish leader Recep Tayyip Erdoğan is 
not in great doubt, but the strength of his 
central government does not interfere with 
the country’s rapid economic growth for many 
years. This suggests that his government 
considers the interests of both national 
business and the common population. At 
the same time, R. Erdogan’s rigid vertical of 
power is quite successfully combined with 
the country’s market economy. Thus, the 
administrative apparatus of the ruler with 
unlimited power does not automatically lead 
to technological stagnation; on the contrary, 
Turkey today possesses advanced weapons, 
a robust economy and aspires to become a 
nuclear power.

A more striking example is provided by 
China, which has a large territory, a huge and 
heterogeneous population and extremely 
specific natural conditions, and, like in Russia, 
denies democratic forms of government. Xi 
Jinping’s lifelong supreme power is enshrined 
at the legislative level and no one doubts 
his almost unlimited powers, but this did 
not prevent the PRC from going through a 
technological rally in 35 years, which allowed 
it today to claim world leadership. Besides a 
powerful public sector, the Chinese economy 
also has a solid market component.

The history of the USSR provides no less 
convincing examples. During 40 years, under 
the absolute centralism of power in the 
form of the dictatorship of the proletariat, 
from an agrarian country it turned into 
a space superpower with unconditional 
priority in many scientific and technological 
fields. Various elements of the market and 
competition also existed in the USSR: for 
example, work organization of several design 
bureaus in the field of aircraft construction. 
There are multiple examples, and all of 
them contradict D. Sorokin’s thesis about 
the impossibility of Russia’s technological 
leadership. Summing up, this thesis basically 
assumes that highly centralized power does 
not allow building an effective management 
system for a huge economy. Apparently, it 

is true in most cases, but regular exceptions 
to this rule provide grounds for expanding 
the theoretical framework of the political 
economy of technological leadership, as well 
as for searching for original management 
models that will allow Russia to rejoin the 
states demonstrating an exception to the rule.

The model and its analysis confirm the thesis 
about the innovative ambivalence of power. 
Everything depends on the focus of the ruling 
elite: it will either improve the system of public 
administration, according to W. Ashby’s law, or, 
according to E. Sedov’s law, it will try to simplify 
the controlled system by introducing various 
restrictions.

CONClUsIONs
To finish the conversation about Russian 
specifics, we will note that the complexity of 
the controlled system depends on the size 
of the country, its climate, population, etc. 
However, all these dependencies are usually 
nonlinear and ambiguous. Therefore, it is 
wrong to think that Russia is a completely 
unique country with insoluble governance 
problems. In this context, it  would be 
appropriate to mention the example of 
Singapore, which literally performed a miracle, 
stepping over 40 years from the third world to 
the first one.

In a sense, for all its dissimilarity to Russia, 
Singapore sets the only possible model for us. 
We will consider this issue in a bit more detail. 
Today, it is out of the question that modern 
Singapore is the merit of its leader, Lee Kuan 
Yew, who served as the all-powerful Prime 
Minister of the country from 1959 to 1990, i. e. 
about 32 years. This long-term irremovability 
of power and strict observance of very strict 
laws have become the hallmark of Singapore. 
What is the secret of the Singapore miracle?

Lee Kuan Yew answered this question: 
“America and Great Britain will continue to 
prosper even with a mediocre government, but 
we will not” [21, p. 275]. “Singapore is a tiny 
country without any natural resources, and in 
the middle of a historically unstable region. To 
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survive, we need an ingenious government” [21, 
p. 276]. “I am absolutely sure that if Singapore 
gets a dumb government, we are done for. 
The country will sink into nothingness” [21, 
p. 277]. This is why Singapore’s government is 
carefully selected, nurtured, and adequately 
paid. While in the USA, Great Britain and 
other developed countries the most talented 
people and the best graduates of universities 
work in private companies, in Singapore they 
find themselves in the public service. Today, 
no country in the world pays its ministers 
as generously as Singapore. This fact has 
led to the creation of a unique ecosystem 
in the country that minimizes corruption 
and attracts the best talent from around the 
world. People are appointed to the posts of 
ministers who have already demonstrated 

outstanding success in the corporate sector 
and have experience in managing complex 
social systems.

This can be perfectly applied to Russia. 
The complexity of the country as a managed 
system is really great, and therefore requires, 
as in Singapore, an ingenious government, 
i. e. no less complex and finely arranged 
control system. The country’s transition to 
the strategy of “super-competent power”, 
generating correct management decisions, will 
make it possible to “overcome” D. Sorokin’s 
logic of political economy of technological 
leadership and become another exception. 
Otherwise, any progressive technological 
innovation will have to be centrally and, as 
a rule, unsuccessfully “pressed” into the 
national economy by the administration.
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INTRODUCTION
The relevance of such a phenomenon as 
“corporate social responsibility” (hereinafter 
referred to as “CSR”), was clearly manifested 
in the case of  a  pandemic due to the 
coronavirus, when it is required not only to 
support economic growth, but also to mobilize 
private sector resources for social needs, 
i. e. companies must fulfill a specific social 
function. The company leaders understanding 
the need to interact with a society made it 
possible back in 2001 to officially introduce 

the concept “corporate social responsibility”, 
which was proposed to be considered as “a 
concept whereby companies integrate social 
and environmental concerns in their business 
operations and in their interaction with their 
stakeholders on a voluntary basis”.1 This study 
comprises a broader interpretation of CSR, 

1 Commission of the European Communities (2001), Green 
Paper: Promoting a European framework for Corporate So-
cial Responsibility. URL: https://ec.europa.eu/transparency/
regdoc/rep/1/2001/EN/1–2001–366-EN-1–0.Pdf (accessed on 
21.08.2020).
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which was proposed by A. McWilliams and 
D. Siegel as actions of a firm that go beyond its 
immediate interests, are not required by law, 
but contribute to the achievement of some 
public good [1].

At the end of 2019, CEOs of more than 180 
of the largest American companies signed the 
Statement 2 on the Purpose of a Corporation, 
in which they noted that the Principles of 
Corporate Governance issued since 1978, 
according to which corporations exist to serve 
shareholders, no longer reflect the current 
situation. As such, the statement cited that 
the long-term success of companies and the 
U.S. economy depends on businesses investing 
in their workers and communities.

J. Stiglitz also notes [2] that currently, the 
pressing problem of corporate governance is 
the misalignment of incentives of individuals 
with those of the organization and, in a 
broader sense, with the interests of society in 
long-term economic growth.

In our opinion, the role of CSR in business 
will increase regardless of the industry and 
will be stimulated/encouraged by the state 
to perform a certain public function by the 
company in the future. For example, Russia 
has already adopted a law on amendments to 
the Tax Code, which provides certain benefits 
and support measures for NPOs focused on 
social responsibilities during the pandemic. In 
addition, this law introduces a tax deduction 
for businesses that participate in charitable 
activities: from January 1, 2020, commercial 
companies can classify charitable expenses 
as non-operating expenses in an amount not 
exceeding 1% of the organization’s revenue.

Besides, companies’ CSR initiatives are 
beneficial in terms of building a positive 
public image and fostering trust between 
the firm and the community. Failure to 
meet growing community expectations can 
jeopardize a company’s image and reputation. 
Therefore, many companies are paying more 

2 Business Roundtable. Statement on the Purpose of a Corpo-
ration. URL: https://opportunity.businessroundtable.org/our-
commitment/ (accessed on 19.08.2020).

and more attention to creating a socially 
responsible brand and communicating their 
values to society.

The purpose of our study is to identify 
the impact of a company’s CSR not only on 
performance but also on the relationship 
b e t w e e n  b r a n d  v a l u e  a n d  f i n a n c i a l 
performance. The main distinguishing feature 
of the paper is that we consider a sample 
within a long period of time (20 years) and 
control an extended set of accounting and 
corporate variables.

The article has the following structure: 1) 
a theoretical review of research on the impact 
of brand and CSR on the company’s financial 
performance; 2) statement of the problem and 
research hypotheses; 3) description of the 
study sample; 4) research methodology; 5) 
results; 6) limitations and future research; 7) 
conclusions.

THEORETICAl OVERVIEW
The impact of brand on financial performance

As noted by J . Barney, M. Wright, and 
D. Ketchen [3], the main theoretical basis 
for studying the relationship between the 
brand and the company’s performance is 
the resource-based view, according to which 
resources that are valuable, rare, inimitable, 
and non-substitutable (VRIN criterion) 
contribute to creating a competitive advantage 
for companies. Based on the fact that a brand 
fully meets this criterion, it is considered as 
one of the most important strategic assets of a 
company, which allows firms to be competitive 
in the market, successfully and effectively 
create value for stakeholders in a way that 
their competitors cannot do [3], which, in 
turn, should have a positive effect on the 
performance of firms.

Previous research suggests that brand value 
can influence a company’s performance by 
increasing revenue or decreasing costs. So, if 
we consider the effect of a brand on income, 
then brand equity, according to the research 
of K. Ailawadi, D. Lehmann, and S. Neslin 
[4], can affect both the price and quantity. 
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For example, the influence of a strong brand 
on improving the financial performance of 
companies by increasing demand for their 
goods and services has been confirmed [5, 6]. 
In terms of costs, firms with a strong brand 
can also use aspects such as brand loyalty to 
achieve certain financial results at lower costs 
[5, 7].

D. Aaker and R. Jacobson [8] in a study 
evaluating the relationship between a brand 
and the financial performance of companies, 
concluded that  there  is  a  s ignif icant 
positive relationship between brand quality 
improvement and stock returns. In this study, 
the brand’s potential for value creation was 
first identified and the significant influence of 
brand quality on the company’s market value 
was substantiated.

Later R. Kerin and R. Sethuraman [9] 
investigated the influence of brand value on 
several financial indicators. Their results 
demonstrate a positive relationship between 
brand value and the ratio of a firm’s market 
value to its book value. According to other 
studies (for example, M. Barth, M. Clement, 
G. Foster and R. Kasznik [10]) brand value is 
positively related not only to the variables 
calculated from the financial statements but 
also to the prices of shares and their returns. 
Based on the approach used in this study, 
T. Madden, F. Fehle and S. Fournier [11] 
concluded that brands with higher value bring 
greater returns to shareholders with less risk.

In general, it should be noted that the 
researchers also found a positive influence 
of the brand on such indicators as Tobin’s 
Q [6, 12], cash flows [12, 13], sales revenue 
[14], return on investment [13], EBITDA [15], 
net income and book value of capital [10]. 
Researchers quite unambiguously agree that a 
brand is a significant predictor of a company’s 
financial performance [11, 16].

Impact of CsR on financial performance
A large amount of scientific literature is 
devoted to the study of the relationship 
between CSR and the financial performance 

of companies. For example, a review article 
by J. Margolis, H. Elfenbein, J. Walsh [17] 
contains information that 167 studies from 
1972 to 2007 analyze the relationship between 
CSR and financial performance. Herewith, 
the standard approach in these studies is the 
regression of financial indicators (Tobin’s Q, 
return on assets, etc.) on CSR indicators (for 
example, the social efficiency index is used 
(Kinder, Lydenberg and Domini, hereinafter 
referred to as “KLD”).

Moreover, while the early works in the study 
of the relationship between CSR and financial 
indicators showed a negative relationship, 
then later ones recognize the value and 
influence of CSR on financial indicators. For 
example, C. Flammer [18] presents the results 
of his empirical study on the impact of CSR on 
financial performance, assessing the impact 
of shareholder CSR proposals on shareholder 
income and other variables reflecting financial 
performance, and finds that the adoption 
of CSR proposals has a positive impact on 
labor productivity and sales growth. This is 
consistent with the views of many authors 
on the consideration of CSR as a resource 
that can improve efficiency, competitiveness, 
influence the reputation and brand (see, for 
example, [19–21]).

Thus, studies over the past 20 years 
indicate that CSR, similar to a brand, can be 
a determining factor affecting a company’s 
financial performance.

Relationship between CsR initiatives, company 
brand, and financial performance

In 2015, the authors of the study D. Wang, 
P. Chen, T. Yu, C. Hsiao [22] attempted 
to identify the influence of CSR on the 
relationship between firm performance and 
brand equity. However, this work did not 
achieve the expected result: the study was 
carried out on a sample that included data 
on high-tech traded companies in Taiwan 
for 4 years (from 2010 to 2013). At the same 
time, the brand value was estimated by 
researchers using the Hirose model, and the 
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CSR variable was constructed on their own, 
based on the Dow Jones Sustainability Index 
method. To form the CSR variable, four CSR 
dimensions were considered: economic, social, 
environmental, and corporate governance. 
As a result, a general CSR index was formed, 
including each of the measurements with 
equal weight. To study the causal relationship 
between CSR, brand value, and financial 
performance, the authors used a structural 
equation modeling, and it was found out that 
brand value does not affect the relationship 
between CSR and financial performance. The 
lack of correlation is possibly due to the fact 
that the authors used their own, unproven 
methodology for assessing CSR.

L a t e r,  r e s e a r c h  w a s  co n d u c t e d  by 
M .  R a h m a n ,  M .  R o d r í g u e z - S e r r a n o , 
M. Lambkin [23], dedicated to the study of 
the relationship between CSR, brand, and 
firm performance on a sample of 62 American 
companies over 14 years — from 2000 to 2013. 
In the model, the authors used generally 
accepted data: to describe the brand value — 
estimates of the brand consultancy Interbrand, 
CSR data — from the KLD database, and 
financial indicators — from the COMPUSTAT 
database. Brand value has been shown to 
have a positive impact on a company’s current 
market-based performance, measured by 
market share, as well as on future financial 
performance, measured by Tobin’s Q. In 
addition, the findings indicated a significant 
interaction effect between brand value and 
the CSR variable, which suggests that the 
relationship between brand value and the firm 
performance is enhanced when the company 
invests in CSR.

Thus, it can be argued that the issue of the 
impact of CSR on the relationship between 
brand and firm performance has not yet been 
widely studied. Moreover, in the studies 
carried out, the authors obtained varying 
results, which indicates that at the moment 
there is no consensus regarding the impact of 
CSR. Therefore, we consider it appropriate to 
conduct a study wherein we attempt to assess 

the impact of CSR on the relationship between 
brand value and financial performance.

sTATEMENT OF THE PROblEM 
AND HYPOTHEsEs  
OF THE REsEARCH

Our research is aimed at determining the 
impact of CSR on the relationship between 
brand value and financial performance (Fig. 1), 
we assume that this relationship is enhanced 
when companies invest in CSR activities.

As part of our data analysis, we test 
hypotheses about the influence of the brand 
on the firm performance and try to find the 
moderating effect of CSR on this relationship.

Hypothesis 1: Brand value growth has a 
positive effect on financial performance.

In most empirical studies, to reflect the 
firm performance, financial indicators are 
used, calculated based on the accounting data, 
rather than market-based indicators [24, 25]. 
We also choose return on assets (ROA) and 
return on equity (ROE) as financial indicators, 
since they are one of the most frequently used 
financial indicators that act as exogenous 
variables in the relevant literature and reflect 
the firm performance [26]:

•  ROA acts as an indicator reflecting the 
company’s potential for generating cash 
flows in the future, and is an indicator of the 
stability of the company’s financial position;

•  ROE is a measure of profitability and is of 
great interest to shareholders.

Hypothesis 1.1: Brand value growth has a 
positive effect on return on assets.

Hypothesis 1.2: Brand value growth has a 
positive effect on the company’s return on equity.

Within the framework of this study, it was 
decided to assess the influence of brand value 
not only on the financial ratios calculated 
based on the financial statements but also on 
the company’s market value. It is believed that 
an increase in brand value drives its awareness 
in the market, which, in turn, leads to the 
growing attention from potential investors, 
and has an ultimately positive effect on the 
company’s market value.
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Hypothesis 1.3: Brand value growth has a 
positive effect on the company’s market value.

Ac c o r d i n g  t o  s t a k e h o l d e r  t h e o r y, 
stakeholders reward those companies that 
perform well in CSR activities and treat 
unfavourably companies that perform 
poorly in this area [27]. It can be argued that 
companies can consider CSR activities as 
some kind of investment, assuming that the 
CSR activities they have performed will enable 
them to achieve better financial results, so we 
test the following hypothesis:

Hypothesis 2: The actions of companies in 
the field of CSR have a positive effect on the 
relationship between brand value and financial 
performance. We test the impact on three 
financial metrics:

Hypothesis 2.1. CSR activities have a positive 
effect on the relationship between brand value 
and a company’s return on assets.

Hypothesis 2.2. CSR activities have a positive 
effect on the relationship between brand value 
and a company’s return on equity.

Hypothesis 2.3. CSR activities have a positive 
effect on the relationship between brand value 
and the company’s market value.

Companies with higher brand value are 
more likely to participate in CSR activities on 
a proactive basis in order to inform the market 

that they are more socially responsible market 
participants than their competitors [28]. CSR 
initiatives undertaken by such companies will 
be more visible to stakeholders as opposed 
to companies with lower brand value, as 
strong brands have a higher level of market 
awareness. It follows that, by attracting more 
stakeholder attention, firms with relatively 
higher brand value may result in greater CSR 
benefits than firms with lower brand value [27].

Companies with high brand value receive 
a more favorable response from stakeholders 
regarding their CSR activities compared to 
firms with low brand value, which suggests 
that there is a positive interaction effect 
between brand value and CSR. In other words, 
the performance of two hypothetical firms 
with the same brand value will vary depending 
on the extent to which these firms invest in 
CSR activities and how effectively they use 
these activities in order to enhance their 
reputation and improve relationships with key 
stakeholders [23].

DATA
A sample of US companies was formed for 
the study, since the CEOs of US companies 
announced the decision to change the main 
corporate goal, which suggests that a certain 
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Fig. 1. Expected relationship between exogenous and endogenous variables
Source: compiled by the authors.
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consensus has been reached in the community 
on measuring CSR indicators. The sample 
included companies for which brand value 
estimates were provided by the Interbrand 
consulting agency. Thus, the initial sample, 
based on the publicly available data, contained 
1,064 observations of 90 companies for the 
period from 2000 to 2019.

As a proxy for CSR, following previous 
s t u d i e s  ( H .  Wa n g ,  S .  S e n g u p t a  [ 6 ] , 
G. Giannarakis [29], A. Dardour, J. Husser 
[30]), we used the ESG (Environmental, Social 
and Governance) rating, which is calculated 
by analysts and is designed to objectively 
and accurately measure the company’s CSR 
activities in three aspects: environmental 
protection, social sphere and economy. The 
source was the Thomson Reuters Eikon 
database.

Indicators such as return on assets (ROA), 
return on equity (ROE), market value were 
considered as dependent variables.

Control variables are R&D, advertising, 
general selling and administrative expenses, 
the book value of assets, average number of 
employees, leverage, and industry.

The source for the dependent and control 
variables was the Thomson Reuters Eikon 
database. However, not every company in our 
sample was happen to have the necessary data 
for all 20 years, and therefore observations 
were removed from the original sample for 
which there is not a large amount of data. 
In particular, brand value estimates such as 
Compaq, LinkedIn, Sun Microsystems, The 
Wall Street Journal, TIME, and Wrigley have 
been removed due to lack of data on variables 
of interest, as well as several companies 
that were absorbed, as a result of which 
information on the firm performance was also 
unavailable.

In addition, several companies have a 
large number of brands, each of which is 
individually assessed by a consulting agency. 
For example, Coca-Cola Co. is a manufacturer 
of beverage brands such as Coca-Cola and 
Sprite. Both of these brands were present in 

the sample and, since it is possible to consider 
the financial indicators only for the Coca-
Cola Co company taken as a whole, such 
observations were excluded.

Further, in the course of the preliminary 
analysis of the data, restrictions were imposed 
on the variable responsible for financial 
leverage, and the final sample was reduced 
to 962 observations from 2000 to 2019 of 
78 companies from 32 industries.

For the convenience of further use of the 
variable responsible for belonging to the 
industry, it has been transformed into a 
categorical variable (Fig. 2), which takes on the 
value 1 if the company belongs to a consumer-
oriented industry (goods and consumer 
services), 0 — otherwise (according to the 
Global Industry Classification Standard —  
GICS).

Descriptive statistics for the quantitative 
variables included in the final sample are 
given in Table 1, the Jarque-Bera test showed 
that the distribution of a set of values of 
variables does not violate the normal law.

The average brand value of the sample is 
$ 17,970.19 million. The average CSR score is 
69.51, while the lowest value of this indicator 
is 20.78. On average, the return on assets of 
the firms in the sample is 9%, the return on 
equity is 29%, the market value of the average 
company in the sample is $ 107,141.18 
million, and the revenue is $ 36,939.28 
million, of which $ 6,735.57 million are 
allocated to selling and administrative 
expenses.

The performed check for the presence of 
multicollinearity showed that there is no 
strong correlation between the endogenous 
variables, which prevents the building of 
models (Table 2).

REsEARCH METHODOlOGY
The final sample is panel dataset; therefore, 
linear multiple regression was used for its 
analysis, formula (1):

    �it it it ity a x u′= + β + ,  (1)
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w h e r e :   �—�ity t h e  d e p e n d e n t  v a r i a b l e 
(financial performance of company i  at time t , 
expressed in terms of return on assets, return 
on equity and market value), where 1,i n= …  —  
the index of the object (company), 1,t T= …  —  
the time index (period under consideration: 
2000–2019);

�—ita  the individual effect of the i -th 
object;

itx ′  —  a set of explanatory variables (brand 
value, CSR and a vector of control variables), 
which is a vector of dimension K , where K  —  
the number of features;

β  —  a vector of coefficients of dimension 
1K × ;
itu  —  random observation errors.

The regression formula is used in this study 
to analyze three mathematical models.

Model A. “Return on assets”:
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Model B. “Return on equity” is a regression 
with fixed individual effects, the dependent 
variable in which is ROE, the set of explanatory 
variables in this model coincides with the 
previous regression model:
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Model C. “Market value”:
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To obtain effective estimates, it was decided 
to build several specifications for each model 
and choose the model where estimates will be 
consistent, unbiased, and efficient. To establish 
the desired relationship, we used a model 
with fixed individual effects, based on the 
assumption that each company has individual 
characteristics (unobserved heterogeneity) that 
can bias estimates of predictors or dependent 
variables, which leads to a correlation between 
the random error of the object (company) and 
explanatory variables. The fixed effects model 
allows us to eliminate the influence of these 
time-invariant characteristics and makes it 
possible to assess the net effect of endogenous 
variables on the dependent.

Endogeneity testing was carried out using 
the Hausman specification test, which tested 
the hypothesis that there was no correlation 
between individual effects and explanatory 
variables.

In addition, within the framework of 
our study, the fixed effects model was 
evaluated with the inclusion of  both 
individual (specific for certain observations, 
but constant in time) and time (specific for 
a certain period of time, but constant for 
observations) effects, since it can be argued 
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41%
Other industries

Consumer goods of daily
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Fig. 2. Industrial distribution of the companies in the sample
Source: compiled by the authors based on the sample.
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that for the companies in the sample, there 
are some unobservable time effects (e. g., 
business cycles) and company-specific 
effects that are constant over time (e. g., 
corporate culture, business practices, etc.). 
To check the feasibility of including such 
effects, an F-test was performed.

Since our study assumes that CSR affects 
the relationship between the brand and the 
firm performance, the models include the 
interaction effect to test this relationship. 
This effect is observed in cases when the 
influence of the independent variable x  
(within the framework of this study, this 

Table 1
Descriptive statistics for companies in the sample

Variable unit Average standard 
deviation Min. value Max. value

p-value 
(Jarque-

bera test)

Dependent variables

Return on assets (ROA) unit 0.09 0.07 –0.48 0.35 0.0000

Return on equity (ROE) unit 0.29 0.26 –0.83 3.13 0.0000

Market value (MV)
USD 

million
107 141.18 132 978.25 685.80 1 304 764.77 0.0000

brand measure

Brand value
USD 

million
17 970.19 24 284.11 1235.00 234 241.00 0.0000

CsR measure

ESG score unit 69.51 15.00 20.78 97.66 0.0000

Control variables

Total assets (TA)
USD 

million
179 113.64 416 040.15 1491.55 2 687 379.00 0.0000

Selling, general and 
administrative expenses 
(SGA)

USD 
million

6735.57 7092.73 218.00 61 323.00 0.0000

Selling, general and 
administrative expenses/ 
Total assets (SGA/TA)

unit 0.19 0.17 0.00 1.00 0.0000

Financial leverage (D/E) unit 1.47 2.24 0.00 15.20 0.0000

R&D expenses
USD 

million
3742.62 4438.89 22.00 35 931.00 0.0000

R&D expenses/TA unit 0.06 0.04 0.00 0.19 0.0000

Revenue
USD 

million
36 939.28 39 763.90 203.00 291 252.00 0.0000

Number of employees unit 110 674.71 110 998.64 2625.50 722 750.00 0.0000

Revenue/Number 
of employees

unit 0.52 0.44 0.00 3.29 0.0000

Source: compiled by the authors.
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is  the brand value)  on the dependent 
variable y  (the financial performance of 
the company) changes depending on the 
moderating variable z  (CSR level).

The same set of control variables was used 
in the models we evaluated. We control for 
the size of the firm, since this parameter can 
significantly affect the financial performance 
of companies: the larger the firm, the greater 
the number of resources and opportunities it 
has to maintain a competitive advantage due 
to economies of scale [31]. In the literature, 
usually the following options for accounting 
for this parameter are offered: the natural 
logarithm of total assets [23], sales proceeds 
[6, 13] or the average number of employees in 
a company [12, 14, 32]. Thus, the size of the 
firm in our models was estimated in turn using 
these variables. Evaluated models include 
those predictors that show the strongest 
correlation with each of the dependent 
variables.

The researchers also point to the need 
to include variables reflecting advertising 
and R&D expenditures as controls. As an 

important component of the brand promotion 
process, advertising can increase brand 
awareness and significantly improve the 
brand image, so that the company’s products 
will compare favorably with those of its 
competitors [33]. Thus, the company will be 
able to set a higher price for its products in 
comparison with the competitor’s products 
with  identical  character ist ics , which 
ultimately can have a positive impact on the 
company’s financial performance. Concerning 
R&D expenditures, many studies confirm 
that this parameter, along with company size, 
risk, past financial performance, and industry 
affiliation, is a reliable predictor of company 
performance [34–38]. However, given that 
many companies do not disclose data on 
advertising expenditures, and more than 
half of the values for R&D expenditures are 
not available (the number of missing values 
corresponds to 58.63%), it is inappropriate to 
use these variables in this study. In this case, 
the generally accepted alternative is to use 
general selling and administrative expenses as 
a proxy for advertising costs [6, 39]. To exclude 

Table 2
Correlation matrix of the dependent and explanatory variables

ROA ROE MV BV eSG ta R&D R&D / 
ta SGa sGA / 

ta D / E Rev / 
n

ROA 1.00
ROE 0.39*** 1.00
MV 0.12*** 0.00 1.00
BV 0.16*** 0.08** 0.77*** 1.00

ESG 0.08** 0.07* 0.25*** 0.25*** 1.00
TA –0.36*** –0.27*** 0.23*** 0.04 0.13*** 1.00

R&D 0.18*** 0.08 0.81*** 0.71*** 0.38*** 0.74*** 1.00
R&D / 

TA
0.00 –0.19*** 0.25*** 0.18*** 0.06 0.02 0.52*** 1.00

SGA 0.01 0.01 0.61*** 0.45*** 0.37*** 0.19*** 0.64*** 0.14*** 1.00
SGA / 

TA
0.25*** 0.20*** –0.22*** –0.20*** –0.10*** –0.36*** –0.11** 0.17*** –0.02 1.00

D / E –0.38*** 0.14*** –0.12*** –0.10*** –0.04 0.65*** –0.21*** –0.37*** –0.11*** –0.17*** 1.00
Rev / 

N
0.05 –0.10** 0.39*** 0.24*** –0.23*** 0.29*** 0.19*** 0.00 0.13*** –0.32*** 0.13*** 1.00

Source: compiled by the authors.

Note: ***, **, * —  significance at the 1, 5 and 10% level respectively.
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the possible presence of economies of scale 
due to the use of this variable in its original 
form, general selling and administrative 
expenses were normalized by total assets. The 
resulting indicator is interpreted by some 
authors as the intensity of sales [23].

Following previous studies, as a control 
variable, we use financial leverage, calculated 
as total liabilities to equity, as a proxy of risk 
[23, 38].

In addition, the researchers suggest taking 
into account such a parameter as labor 
productivity [23]. It is obvious that employees 
have a significant influence on the company’s 
performance, due to which higher labor 
productivity guarantees the higher financial 
performance of the company. The ratio of 
revenue to the number of employees acts as a 
proxy to this parameter.

Finally, given that the current values of 
the company’s financial indicators are highly 
dependent on the past ones [38], namely, 
the financial ratios tend to converge to the 
average value, i. e. high (low) values are usually 
followed by lower (higher) values [37]; it is 
also necessary to control for the lagged value 
of the exogenous variable used in the model. 
Therefore, the model with the dependent 
variable of return on assets includes the return 
on assets of the previous year as a control one. 
The past values of other exogenous variables 
are considered in a similar way. Thus, the 
indicators described above are the part of the 
set of control variables included in the models 
of our study. It seems possible to include 
industry affiliation only in the model with 
time effects.

DEsCRIPTION OF REsUlTs
Model A. “Return on assets”
The first specification is a pooled regression 

model where the dependent variable is ROA. 
This model was built as a default one, however, 
it should be noted that this model does not 
consider the panel dataset structure, in 
particular, individual differences between 
companies.

As explanatory variables, the model 
included brand value, ESG score, the logarithm 
of sales revenue as a proxy of company size, 
financial leverage, industry affiliation, the 
share of general selling and administrative 
expenses in total assets, one year lagged ROA, 
and the ratio of revenue to the number of 
employees.

The specifications of model A considered by 
us are presented in Table 3: specification (1) 
is a pooled regression, specifications (2), (3), 
(4), and (5) are models with fixed individual 
effects (the results of the conducted Hausman 
specification test indicate the advisability of 
using models with fixed effects). Specification 
(2) included the same explanatory variables as 
a specification (3), except for the interaction 
effect. This was done in order to assess the 
contribution of the interaction effect of 
brand value and CSR to the explanation of 
the variance of the dependent variable. All 
the constructed model specifications were 
estimated using the least squares method 
(OLS), whereby specifications (1), (2), and 
(3) are linear-log: the return on assets is the 
dependent variable in them. In specifications 
(4) and (5), the logarithm of the return on 
assets acts as an exogenous variable, and 
model (5) is completely logarithmic.

As criteria for assessing the quality 
of models, we consider the coefficient 
of  determinat ion and the  p-value  of 
the F-statistic. According to the value 
of the F-statistic, all presented models 
are significant. According to the value of 
the determination coefficient, the best 
specification is (1). However, since this model 
was assessed as a default one and does not 
consider the presence of individual differences 
between companies, we will define the model 
of the highest quality without taking into 
consideration the pooled regression. Thus, the 
highest proportion of the explained variance 
of the dependent variable is demonstrated by 
the specification (4). It should be noted that 
during the transition from one specification 
to another, the signs of the estimates of the 
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Table 3
Comparison of the quality of regression models with the dependent variable of return on assets

Regressors (1) (2) (3) (4) (5)

Brand value –0.000000493*** –0.00001431***

Brand value logarithm

CSR 0.00026*

CSR logarithm –2.30326**

Interaction effect 
between brand value 
and CSR

0.000000012* 0.00000015*

Interaction effect 
between brand value and 
CSR (logarithm)

0.24466*

Total assets logarithm –0.54532***

Sales revenue logarithm 0.02130*** 0.02349***

Industry

Financial leverage -0.00410*** –0.00336** –0.00353**

Financial leverage 
logarithm

–0.21292**

Ratio of selling, general 
and administrative 
expenses to total assets

0.03422*** 0.21983*** 0.22269*** 1.92972***

Ratio of selling, general 
and administrative 
expenses to total assets 
(logarithm)

Revenue/Number of 
employees ratio

0.01314*** 0.04221*** 0.46876***

Revenue/Number 
of employees ratio 
logarithm

0.38581***

ROA value in the past 
period

0.71920*** 3.29819***

ROA value in the past 
period (logarithm)

0.12366***

Constant

 ( ).prob F stat− 0.0000 0.0000 0.0000 0.0000 0.0000

 2R 0.6672 0.1189 0.1241 0.1658 0.1503

Number of observations 610 639 639 599 589

Source: compiled by the authors.

Note: ***, **, * —  significance at the 1, 5 and 10% level respectively. The table presents only significant variables. Newey-West standard 

error correction for estimates was conducted to get heteroskedasticity and autocorrelation consistent estimators. The obtained 

estimates are unbiased, consistent and inefficient for all specifications except the first one.
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coefficients do not change, which is evidence 
of the quality of the constructed models.

Specification (2) was considered in order to 
estimate the contribution of the interaction 
effect included in the model later. Thus, 
during the transition from one regression 
to another, an increase in the adjusted 
coefficient of determination is observed, albeit 
insignificant. This indicator controls for the 
number of variables included, so it can be 
argued that considering the interaction effect 
between brand value and CSR helps to explain 
a greater proportion of the variance of the 
dependent variable.

The presented above results show that, 
contrary to expectations, hypothesis 1.1. on 
the positive effect of brand value on return 
on assets has not been confirmed. In three 
specifications, the brand value was found to 
be insignificant, but in the other models, the 
negative significant coefficient is observed. 
This result contradicts previous studies. 
Thus, in the work of A. Krasnikov, S. Mishra, 
D. Orozco [12], a positive influence of the 
brand on ROA was found. This may be due to 
the method used to measure the brand, as in 
this study, trademarks were used as a proxy to 
the brand, and not the brand value estimates 
provided by the consulting agency.

However, our hypothesis 2.1. on the positive 
impact of CSR on the relationship between 
brand value and such financial results as 
return on assets was confirmed. Thus, in 
three specifications, the interaction effect 
of brand value and CSR turned out to be 
significant. This suggests that for companies 
with different CSR levels, the influence of 
brand value on return on assets is different. 
A positive significant coefficient indicates 
that with a higher CSR, there is a stronger 
relationship between the brand value and 
return on assets, while with a lower CSR 
level, there is a weaker relationship between 
the brand and the specified indicator, i. e. the 
impact of brand value on return on assets is 
enhanced if the company has a higher level of 
social responsibility.

When analyzing the impact of CSR on the 
return on assets, specification (1) indicates 
that with an increase in the value of CSR, an 
increase in the return on assets is observed. 
At the same time, in the model (5), a negative 
influence of the company’s initiatives in the 
framework of CSR on the return on assets was 
obtained. This effect can be explained by the 
fact that companies spend additional funds to 
implement such initiatives. It should be noted 
that the observed uncertainty in the impact 
of the company’s level of social responsibility 
on the return on assets is consistent with 
the findings of previous studies. The reason 
for this may be the lack of a comprehensive 
measure to assess companies’ performance in 
the field of CSR.

A number of control variables were also 
included in the regression models, to which 
the focus of this study is not limited, but 
the influence of which should be considered 
based on the opinion of many researchers on 
the issue under consideration. As expected, 
ROA increases as the company’s investment 
in advertising grows. A 1 unit increase in the 
ratio of general selling and administrative 
expenses to total assets on average and 
all  other things being equal, leads to 
approximately 6% growth in the company’s 
return on assets. The same results were 
obtained in previous studies [6, 39].

The influence of leverage, which was 
included in the regressions as an indicator of 
risk, testifies to the negative effect of financial 
leverage growth on the company’s return on 
assets. So, a 1% increase in the ratio of total 
liabilities to equity results in an average of 
0.21% decrease in ROA. We can say that such 
a result was also expected and is consistent 
with common sense. Despite the fact that debt 
financing is cheaper for companies than their 
own, the growth of financial leverage leads to 
the fact that the company’s capital structure 
becomes more risky, which negatively affects 
the return on assets.

All specifications show a positive impact of 
labor productivity on ROA. A 1 unit increase 
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in the ratio of revenue to the number of 
employees on average and all other things 
being equal leads to a 0.59% increase in 
return on assets. The authors of studies in 
the relevant literature have also obtained a 
positive effect of this parameter on financial 
results [23].

Another control variable that has a positive 
impact on the return on assets was the 
one year lagged ROA. So, a 1 unit increase 
in the past ROA will on average lead to 
approximately 26% increase in the current 
ROA. This effect is consistent with the findings 
of the researchers that the current values of 
the company’s financial indicators are highly 
dependent on the past ones [38].

Model B. “Return on equity”.
We have considered five specifications of 

the model; the results are presented in Table 4: 
(1) — pooled regression, (2) and (3) are linear-
log, and in the specification (2) all predictors 
of the model (3) act as explanatory variables, 
except for the interaction effect, which will 
allow us to estimate the contribution of 
this effect to the explanation of variance of 
dependent variable. The return on equity acts 
as an exogenous variable in specifications 
(1), (2), and (3), the logarithm of ROE —  in 
specifications (4) and (5), and specification (5) 
is completely logarithmic.

All the obtained regression models, except 
for the first one, are fixed effects models, the 
feasibility of using which was verified by the 
Hausman specification test. The models were 
estimated using OLS.

In accordance with the results (Table 4), 
it can be argued that all the constructed 
models are significant, in addition, the 
specif ications retain the signs of  the 
coefficient estimates, which indicates the 
quality of the constructed models. Among 
the specifications, the best result in terms 
of the coefficient of determination, as in 
the case of regressions with the dependent 
variable ROA, is demonstrated by the pooled 
regression model: the proportion of the 
explained variance of the dependent variable 

corresponds to 77%. However, given that 
this model does not take into account the 
presence of individual differences between 
companies, let’s compare the quality of the 
other models. Thus, the variance of the 
dependent variable is best explained by 
the model (5), while in the other models 
the proportion of variance explained is 
approximately equal to 26%.

Our hypothesis 1.2. on the impact of brand 
value on return on equity has been confirmed. 
Brand value has a positive effect on ROE — 
this result is observed in four specifications: 
a 1% increase in brand value on average, and 
all other things being equal, leads to 0.82% 
increase in ROE.

Contrary to expectations, hypothesis 
2.2. which assumes that the value of CSR 
strengthens the relationship between brand 
value and such a financial result as return on 
equity has not been confirmed. The interaction 
effect of brand value and CSR turned out to 
be insignificant in all specifications, i. e. the 
influence of brand value on ROE is the same 
for companies with different levels of CSR, the 
level of social responsibility of the company 
neither enhances nor diminishes the influence 
of the brand on the return on equity.

Three specifications confirm the positive 
impact of CSR on ROE: a 1 unit increase in 
the ESG score results in an increase in ROE by 
0.0047 units on average.

Analysis of the control variables showed 
that, as in the case of ROA, advertising costs 
have a positive effect on the return on equity. 
A 1 unit increase in the ratio of general selling 
and administrative expenses to total assets 
on average and all other things being equal 
leads to an increase in ROE by about 0.28 
units. In addition, a positive effect of financial 
leverage on ROE is observed. Furthermore, a 
significant effect of the firm size, proxied by 
the total assets, on ROE was revealed. Thus, 
a negative coefficient indicates that with an 
increase in the size of the firm, the return on 
equity decreases, this result is confirmed in all 
specifications.
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Model C. “Market value”.
We have considered four specifications of 

the model, the results are presented in Table 
5: (1) — linear-log model, pooled regression, 

(2) — linear-log model with fixed individual 
effects. Specifications (2), (3), and (4) are 
models with fixed individual effects, with the 
dependent variable in models (3) and (4) being 

Table 4
Regression models with dependent variable of return on equity

Regressors (1) (2) (3) (4) (5)

Brand value 0.0000027*** 0.0000069** 0.000014**

Brand value logarithm 0.82356**

CSR 0.00395*** 0.0047*** 0.01398***

CSR logarithm

Interaction effect between 
brand value and CSR

Interaction effect between 
brand value and CSR 
(logarithm)

Total assets logarithm –0.02668*** –0.10528*** –0.10695*** –0.25655*** –0.57920***

Number of employees 
logarithm

Sales revenue logarithm

Industry –0.07954*** –0.08060***

Financial leverage 0.01415*** 0.07850*** 0.07969*** 0.13062***

Financial leverage logarithm 0.58834***

Ratio of selling, general and 
administrative expenses to 
total assets

0.28448*** 0.28670*** 0.82393***

Ratio of selling, general and 
administrative expenses to 
total assets (logarithm)

Revenue/Number of employees 
ratio

Revenue/Number of employees 
ratio logarithm

0.17688***

ROA value in the past period 0.81624***

ROA value in the past period 
(logarithm)

Constant 0.28187***

 ( ).prob F stat− 0.0000 0.0000 0.0000 0.0000 0.0000

 2R 0.7697 0.2628 0.2663 0.2623 0.3631

Number of observations 463 506 506 505 505

Source: compiled by the authors.

Note: ***, **, * —  significance at the 1, 5 and 10% level respectively. The table presents only significant variables. Newey-West standard 

error correction for estimates was conducted to get heteroskedasticity and autocorrelation consistent estimators. The obtained 

estimates are unbiased, consistent and inefficient.
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the logarithm of market capitalization, and 
the model specification (4) being completely 
logarithmic. All constructed models were also 
evaluated using OLS.

According to the results of the model 
ev a l u a t i o n  ( Ta b l e  5 ) ,  a l l  p r e s e n t e d 
specifications are significant. The coefficient 
of determination shows that the best is the 
specification of the model (2): it explains 

the highest proportion of the variance of the 
dependent variable — 75%. In models (1), (3), 
and (4), this indicator corresponds to 74.9, 34, 
and 57%, respectively. It should also be noted 
that the signs of the coefficient estimates 
in the models are predominantly preserved 
during the transition from one specification 
to another, which indicates the quality of the 
constructed models.

Table 5
Regression models with a market cap dependent variable

Regressors (1) (2) (3) (4)

Brand value 0.00001*

Brand value logarithm 0.58205*

CSR 0.00494**

CSR logarithm

Interaction effect between brand 
value and CSR

0.03953*** 0.03554***

Interaction effect between brand 
value and CSR (logarithm)

Total assets logarithm 35 799.75*** 36 213.85*** 0.45181***

Number of employees logarithm

Sales revenue logarithm 0.40010***

Industry

Financial leverage –15 980.70*** –16 777.81*** –0.03111**

Financial leverage logarithm –0.18247***

Ratio of selling, general and 
administrative expenses to total 
assets

107 204.37*** 120 819.64*** –0.94222**

Ratio of selling, general and 
administrative expenses to total 
assets (logarithm)

0.09935*

Revenue/Number of employees 
ratio

69 598.40*** 65 591.03***

Revenue/Number of employees 
ratio logarithm

ROA value in the past period –353 986.15***

 ( ).prob F stat− 0.0000 0.0000 0.0000 0.0000

 2R 0.7498 0.7508 0.3405 0.5717

Number of observations 641 641 643 643

Source: compiled by the authors.

Note: ***, **, * —  significance at the 1, 5 and 10% level respectively. The table presents only significant variables. Newey-West standard 

error correction for estimates was conducted to get heteroskedasticity and autocorrelation consistent estimators. The obtained 

estimates are unbiased, consistent and inefficient.
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Hypothesis 1.3. on the positive impact of 
brand value on market value was confirmed. 
This effect is found in two specifications. Thus, 
a 1% increase in brand value results in 0.58% 
increase in the company’s capitalization 
on average and all  other things being 
equal. Hence it appears that the company’s 
investments in brand development, which 
contribute to the growth of brand equity, 
lead to an increase in the company’s market 
value, and this, in turn, entails the attraction 
of many potential investors, which brings an 
increase of capital inflow into the company.

It can be argued that hypothesis 2.3. on the 
positive impact of CSR on the relationship 
between brand value and such a market 
indicator as capitalization has been confirmed: 
a significant interaction effect is observed 
in the two models. A positive coefficient 
indicates that a higher level of corporate 
social responsibility leads to a stronger 
relationship between the brand and market 
value, while a lower level of CSR results in a 
weaker relationship between the brand and 
the specified indicator. Thus, the influence of 
brand value on market value is enhanced if 
the company is characterized by high level of 
socially responsible and ethical behavior.

Analysis of the control variables showed 
that an increase in such a determinant 
as advertising expenditures results in an 
increase in market value (observed in all four 
specifications). Also, in all specifications, a 
negative effect of leverage on market value 
was found, which is quite logical, since, 
with the growth of financial leverage, the 
company’s capital structure becomes more 
risky, and therefore, can negatively affect the 
interest of potential investors in the company, 
thereby leading to a decrease in its market 
value. The variable reflecting the size of the 
company has a positive effect on the market 
value: this is due to the fact that as the size 
of the company increases, the company’s 
recognition in the market grows, which leads 
to the awareness of potential investors and 
increase their interest in relation to the given 

company and ultimately — to the growth of 
market value.

Thus, on the whole, it can be argued that 
the results obtained in the course of our 
study are relevant: the signs of the coefficient 
estimates do not contradict common sense 
and correspond to the conclusions of the 
researchers. Moreover, given that the 
significance of the parameter estimates is not 
lost, and the signs in the estimated models 
do not change during the transition from one 
specification to another, we can speak both 
about the robustness of the identified effects 
and the quality of the tested regressions.

lIMITATIONs AND FUTURE REsEARCH
Our study is no exception and has a number of 
limitations:

•  due to the fact that the Interbrand agency 
evaluates only the most expensive brands, the 
sample formed for the study is characterized 
by a bias towards expensive companies. 
Consequently, the focus of this study is limited 
solely to large corporations that pay special 
attention to their brands and invest a significant 
amount of funds in their maintenance and 
development. Given this, it becomes impossible 
to generalize the identified effects to a 
population of all firms, and when conducting 
studies on samples that include more 
heterogeneous companies, other relationships 
between the brand, CSR and the results of 
companies’ performance may be found;

•  consulting agencies often separately 
estimate the value of several different brands 
that belong to the same company, however, to 
build a model, the financial performance of 
only one company can be used, despite the 
fact that it is assumed that when assessing 
the brand value, consulting agencies consider 
indicators for all companies to which the 
evaluated brand belongs;

•  there is a limitation associated with the 
variable reflecting the company’s CSR activities: 
at present, the company’s CSR initiatives are 
assessed only on the basis of the company’s 
degree of disclosure of information on these 

N.Yu. Zhukova, A. E. Melikova



100 FINANCE: THEORY AND PRACTICE   Vol. 25,  No. 1’2021

activities due to the lack of a tool for assessing 
the quality of these practices, therefore, using 
this variable it is possible only to assess the 
disclosure degree by the company of information 
on these activities, and not the actual level of 
social responsibility and ethics of the company;

•  the results obtained also cannot be 
generalized to the entire population due to 
the fact that companies from only one country 
are considered;

•  in addition, it should be noted that some 
researchers suggest the lagged influence of 
branding on financial performance. By analogy 
with intellectual property rights, advertising, 
and R&D, actions of creating a brand, also 
through CSR, take some time to influence the 
company’s performance.

CONClUsIONs
Claims that companies with CSR activities 
have some advantages are already widespread 
both in the business press and in empirical 
research. The European Union has officially 
recognized the existence of the concept of CSR 
in corporate governance.

The theoretical contribution of this study 
is that, in contrast to most previous studies, 
which focused on the direct impact of CSR on 
a company’s financial performance, we assume 
that there are also indirect effects. Moreover, in 
previous studies, the authors obtained conflicting 
results, which indicates that there is currently 
no consensus regarding the effect of CSR. Our 
main argument is that the company’s CSR helps 
to increase brand value, which, in turn, has an 
impact on improving financial performance.

The effects revealed in the course of our 
study partly confirm the hypotheses put 
forward and serve as evidence of the existence 
of the effect of CSR on the relationship 
b e t w e e n  b r a n d  v a l u e  a n d  f i n a n c i a l 
performance. Thus, the hypothesis which 
assumes that companies with a higher CSR 
level have a stronger relationship between 
brand value and return on assets, i. e. the 
positive relationship between brand value and 
ROA is reinforced with large CSR initiatives 
by companies, was confirmed. It was also 
revealed that the relationship between brand 
value and the market value of a company is 
enhanced when the company, among other 
things, invests in CSR.

The findings of our research may be 
valuable for marketing specialists, owners, top 
managers, and investors, as well as may be 
used in the educational process. The effects 
found in the course of the study may serve 
as evidence of the importance of investing in 
the brand and participation of companies in 
CSR initiatives due to their significant impact 
on the financial performance of companies. 
Companies can use CSR initiatives as a tool for 
managing relationships with key stakeholders, 
and also as socially necessary initiatives and 
generally beneficial for the company.

In addition, since the role of corporate 
social responsibility is becoming more 
and more important, and the company’s 
accomplishment of a certain public function 
can be encouraged by the state, the research 
materials may be used by public authorities to 
encourage the social responsibility of business.
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INTRODUCTION
Current ideas about increasing the value 
of a company are based primarily on the 
need to maximize its profits — the ability to 
generate income for stakeholders, considering 
the minimization of the weighted average 
cost of capital. In addition, the activities 
of organizations are assessed by the ability 
to produce other benefits (economic, social 
and environmental) that satisfy alternative 
aspects and create conditions for sustainable 
development of society.

The dependence of capitalization on profit, 
expressed by the correlation coefficient, 
within the sample of TOP 500 largest public 
companies of the last ten years, shown in Fig. 1 
broadly confirms the basic idea of increasing 
company value. However, the question of 
determining the optimal ratio of the structure 
of balance sheet assets, cost items and profits 
to sales (Profits/Sales) considering the need for 
the progressive development of the business, 
including its specifics, is one of the most 
relevant in the field of financial management.

Table 1 demonstrates a comparison of the 
leaders of the Forbes Global 2000 list for 2019 
in terms of capitalization with corporations 
comparable to them in sales and profits. 
Obviously, in addition to the size of profit 
and the level of the Profits/Sales ratio, there 
are other factors related to the characteristics 
and intangible component of the activities of 
organizations [1, 2], which determine their 
market value.

If, within the entire list, we consider the 
dynamics of the average values of Market 
Value/Sales, Profits/Sales, Assets/Sales, Market 
Value/Assets of organizations depending on 
the size of their capitalization, then only the 
indicators of the ratio of assets to sales and 
market value to assets have a corresponding 
correlation with sample rank (USD million / 
USD million):

Rank 1–500: MV/S = 4.25; P/S = 0.15;  
A/S = 5.41; MV/A = 3.29;

Rank 501–1000: MV/S = 7.81; P/S = 0.21; 
A/S = 7.38; MV/A = 1.96;

Rank 1001–1500: MV/S = 1.66; P/S = 0.15; 
A/S = 7.46; MV/A = 0.56;

Rank 1501–2000: MV/S = 0.83; P/S = 0.21; 
A/S = 14.37; MV/A = 0.14.

To neutralize the factor of the scale of 
companies we present a similar comparison, 
sorted in descending order of the market value 
to sales ratio (USD million / USD million):

Sort 1–500: MV/S = 11.78; P/S = 0.47;  
A/S = 10.72; MV/A = 3.54;

Sort 501–1000: MV/S = 1.81; P/S = 0.14; 
A/S = 10.50; MV/A = 1.60;

Sort 1001–1500: MV/S = 0.74; P/S = 0.08; 
A/S = 9.31; MV/A = 0.63;

Sort 1501–2000: MV/S = 0.23; P/S = 0.03; 
A/S = 4.08; MV/A = 0.18.

In this case, all indicators have an obvious 
sequence of changes in values, respectively, 
this method of correlating companies 
(in terms of the market value to sales ratio) 
is generally indicative, but insufficient, 
considering their different profile and industry 
specifics.

From the above comparisons, the Assets/
Sales indicator draws attention, which in 
the case of ranking by capitalization (Rank) 
has a negative correlation (decreases with 
an increase in the value of companies), and 
when sorted by the ratio Market Value/Sales 
has a positive one (increases with an increase 
in MV/S), which determines an unambiguous 
difference in the approaches to comparing 
companies when assessing their value (areas 
of activity, the total size of assets and its 
structure, financial state), which must be 
expressed and justified.

Accordingly, the search for patterns 
and specific qualities that determine the 
investment attractiveness of an organization 
will make it possible to implement a model of 
their management.

OVERVIEW OF THE sCIENTIFIC 
DEVElOPMENT OF THE TOPIC

Currently, business valuation methods are 
based on three main approaches: profit-based, 
cost-effective, and market-based.
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Fig. 1. Dynamics of the correlation coefficient of market value and net profit indicators of TOP-500 world’s 
largest public companies
Source: compiled by the authors on the basis of Fortune 500, Forbes Global 2000.

Table 1
The ratio of financial indicators of the leaders of the world list  

of companies by capitalization, UsD million

Rank Company Country Market 
Value sales Profits Assets

Market 
Value / 
sales

Profits / 
sales

Market 
Value / 
Assets

1 Saudi Aramco
Saudi 
Arabia

1 684 800 329 800 88 200 398 300 5.11 0.27 4.230

2 Microsoft
United 
States

1 359 000 138 600 46 300 285 400 9.81 0.33 4.762

3 Apple
United 
States

1 285 500 267 700 57 200 320 400 4.80 0.21 4.012

4 Amazon
United 
States

1 233 400 296 300 10 600 221 200 4.16 0.04 5.576

5 Alphabet
United 
States

919 300 166 300 34 500 273 400 5.53 0.21 3.362

9
Berkshire 
Hathaway

United 
States

455 400 254 600 81 400 817 700 1.79 0.32 0.557

17
Samsung 
Electronics

South 
Korea

278 700 197 600 18 400 304 900 1.41 0.09 0.914

22 ICBC China 242 300 177 200 45 300 4 322 500 1.37 0.26 0.056

23
Verizon 
Communications

United 
States

237 700 131 400 18 400 294 500 1.81 0.14 0.807

32 ExxonMobil
United 
States

196 600 256 000 14 300 362 600 0.77 0.06 0.542

41 Toyota Motor Japan 173 300 280 500 22 700 495 100 0.62 0.08 0.350

90 Citigroup
United 
States

101 100 104 400 17 100 2 219 800 0.97 0.16 0.046

Source: Forbes Global 2000. URL: https://www.forbes.com/global2000/#63707f60335d/ (accessed on 28.11.2020).
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The income approach involves the use 
of two methods of assessment: income 
capitalization or future income discounting 
based on the fundamental concepts of the 
time value of money and the relationship 
between risk and return [3–7]. It is effective for 
assessing the business value of a commercial 
organization.

The cost approach is  most suitable 
for evaluating social facilities and new 
infrastructure projects. It shows the estimated 
value of the organization’s equity capital 
(operating or undergoing liquidation) as the 
difference between the value of its assets and 
liabilities [6, 7].

The market-based (comparative) approach 
is effective with comparable objects and the 
sufficiency of data on them, it includes the 
methods of a similar company, transactions 
and industry coefficients.

The valuation of a business, like any other 
asset, based on comparison with a similar 
asset, the value of which is known, on the one 
hand, agrees well with common sense, and on 
the other hand, it is based on the following 
fundamental theoretical premises [6]:

•  the principle of alternative value;
•  the hypothesis about the reflection in the 

market price of an asset in developed markets 
of fair market value;

•  the existing relationship between 
the main indicators of  the company’s 
performance and its market value, the 
assumption that for similar companies these 
ratios should be close.

The comparative approach can be used 
in assessing the value of non-joint-stock 
organizations by comparing them with peers 
that place their shares on the stock market. In 
addition, according to the listed corporations, 
one can judge about their overvaluation or 
undervaluation [6].

The basis of the market-based approach is 
the use of multiples to neutralize the factors 
of company size and number of shares. The 
most used of them are [6]:

•  MV/S (Market Value/Sales);

•  E V / E B I T DA  ( E n t e r p r i s e  Va l u e /
Earnings Before Interest, Tax, Depreciation, 
Amortization);

•  EV/NOPAT (Enterpr ise  Value/Net 
Operating Profit after Tax);

•  MV/E (Market Value/Equity);
•  MV/P (Market Value/Profits).
There are studies that link the growth 

in the value of companies with the quality 
of corporate governance [8], the amount of 
capital [9–11], the size of net assets [12], 
net profit [13], economic profit [14], the 
number of employees [15, 16], social and 
environmental conditions of economic 
activity [17].

An overview of the factors of sustainable 
growth of Russian companies is given in the 
work of E. V. Ryabova, M. A. Samodelkina [18]. 
Non-financial factors of increasing the value 
of organizations are considered in the works 
of M. Ararat, B. S. Black, B. B. Yurtoglu [19], 
J. Garcia-Madariaga, F. Rodriguez-Rivera [20], 
F. Belo, X. Lin, M. A. Vitorino [21].

In terms of researching the financial 
performance of companies, it is worth noting 
E. Altman’s seven-factor model [22], which, 
based on various ratios and characteristics of 
cash flows, makes it possible to determine the 
future solvency of an organization in the next 
five years with a probability of 70%.

ANAlYsIs METHODOlOGY AND MODEl 
bUIlDING

At first glance, in terms of comparing 
companies, the Market Value/Profits ratio is 
the most appropriate. However, the profits 
most of all depend on the internal accounting 
of the organization [23], the taxation system, 
market conditions, and, as it was said, do not 
always reflect the objective value of the asset.

The market value to sales ratio (MV/S), 
which is least affected by the human factor in 
the formation of internal reporting, is fairly 
universal and applicable to almost all listed 
companies. Sales contain almost a complete 
set of factors for assessing the performance of 
an organization.
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In addition, MV/S has a physical meaning 
in addition to financial.

Based on the analogy of the functionality of 
any mechanism, the cost of the organization 
will  be comparable to the cost  of  the 
alternative value, which can be expressed in 
terms of the degree of the benefit obtained 
from its ownership. Thus, the specific value 
is the equivalent of the efficiency: the ratio of 
useful work to perfect work, or the proportion 
of goods created (creation) in relation to the 
amount spent (consumption).

Accordingly, if we consider these indicators 
in a two-dimensional coordinate system, 
where the abscissa will be consumption and 
the ordinate will be creation, their ratio will 
be equivalent to the tangent of the angle α 
to the consumption axis in the form of the 
hypotenuse of a right triangle, where the legs 
are the corresponding values of the axes of 
consumption and creation.

Consumption is an estimate of the total 
amount of goods used for the period that 
satisfy the current needs of the manufacturer, 
which is expressed by the indicator of the 
organization’s revenue — development, use 
(including profit).

Creat ion is  the  aggregate  value  of 
intangible benefits that an asset produced 
as a result of its activities or is potentially 
capable of producing over a certain period, 
expressed by an indicator of its market 
value (capitalization) — transformation, 
improvement of the surrounding reality.

Thus, the Market Value/Sales ratio is 
equivalent to the asset’s creativity level or its 
utility value.

By comparing companies from the Forbes 
Global 2000 list with sales over $ 100,000, 
assets over $ 120,000, and market value over 
$ 70,000 in the market value versus sales 
diagram (Fig. 2), we get a comparison, which 
is clearly perceived only in the direction 
of the dimensions of the axes themselves: 
the most expensive and with the highest 
sales. To visualize the MV/S ratio on this 
diagram, you need to draw a line from the 
point of intersection of the axes to the point 
of the selected company, which complicates 
the process. Another option is to divide the 
diagram into separate sections (segments) 
according to criteria characterizing the 
activities of organizations, taking into account 
their objective state.

 

Fig 2. Comparison of selected companies by MV/s, UsD billion
Source: compiled by the authors on the basis of Forbes Global 2000.
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For this purpose, a detailed analysis 
of  the impact of  f inancial  statements 
indicators (Balance Sheet, Statement of 
Financial Results, Statement of Cash Flows) 
for 2019 of two hundred domestic and 
foreign companies from the Forbes Global 
2000 list on the ratio of their market value 
to sales was carried out.

The representativeness of the sample was 
assessed by the indicators Market Value/
Sales and Assets/Sales (book value of assets 
to sales). The results of the percentage of 
the number of companies meeting a specific 
criterion of the total number in each of the 
two lists are shown in Fig. 3.

As an example, with MV/S and A/S 
indicators “<0.5”, lists “200” and “2000”, 
respectively, are represented by the following 
ratio of companies: MV/S — 25% and 28%; 
A/S — 5% and 4%.

K e y  i t e m s  i n  t h e  r e p o r t s  w e r e 
decomposed and corre lated  with  the 
organization’s sales on an annualized 
basis for the purposes of comparison and 
elimination of economies of scale. The 
resulting 84 factors for  assessing the 
organization’s activities are grouped as a 
list sorted in descending order by the ratio 
of market value to the company’s sales at 
the end of the reporting period.

Further, by  compar ing  each  factor 
with the utility coefficient (MV/S) of the 
organization, the correlation coefficient 
of the two variables is determined. The 
obtained dependencies were assessed from 
the point of view of the stable upward trend 
(positive correlation) or decline (negative 
correlation), as well as from the statistical 
significance of  the correlation with a 
confidence level of 95%.

At the first stage of the analysis (Fig. 4), 
the ratio of the difference between the size 
of assets-liabilities to sales or Equity/Sales 
was compared with the ratio of the Market 
Value/Sales or utility coefficient (hereinafter — 
Utility), reflecting the assessment of the 
company’s book value (hereinafter — Valuation) 
[24], and the difference in market value to sales 
with the valuation (MV/S — E/S), reflecting the 
investment attractiveness of the organization’s 
activities (hereinafter — Interest).

The obtained dependencies make it possible 
to highlight in Fig. 4 relevant intermediate 
values as criteria for segment formation:

•  Т0 —  Т1 (MV/S ≈ 0.0–0.2) —  stability 
of Interest with an increase in the Valuation 
(Utility grows in proportion to the Valuation): 
the area of the critical financial condition 
of the asset (the market and book values of 
companies are close to zero);

 

Fig. 3. Representativeness of a sample of two hundred analyzed companies (“200”) from the Forbes Global 
2000 (“2000”) list
Source: сompiled by the authors on the basis of Forbes Global 2000.

CORPORATE FINANCE



109financetp.fa.ru

•  Т1 —  Т2 (MV/S ≈ 0.2–0.5) —  a decrease 
in Interest with an increase in Valuation 
(a  smaller increase in Utility relative to 
Valuation): an area where the financial 
condition of the asset improves (the book 
value of companies exceeds the market value 
with an increase in the difference);

•  Т2 —  Т3 (MV/S ≈ 0.5–1.0) —  an increase 
in Interest and Valuation (greater increase 
in Utility relative to Valuation): area of 
stabilization of the financial condition of the 
asset (the book value of companies exceeds 
the market value with a decrease in the 
difference);

•  Т3 —  Т4 (MV/S ≈ 1.0–2.0) —  an increase 
in Interest and stability of the Assessment 
(Utility grows without a significant change in 
the Assessment): area of manifestation of the 
positive investment attractiveness of the asset 
(the market value of companies exceeds the 
book value with an increase in the difference, 
or Interest > 0,0);

•  Т4 —  Т5 (MV/S ≈ 2.0–5.0) —  an increase 
in Interest with a decrease in Valuation (Utility 
increases with a decrease in Valuation): area 

of manifestation of the intangible component 
of the asset value (the market value of 
companies is more than twice the book value 
with an increase in the difference or Interest > 
Valuation);

•  Т5 —  Т6 (MV/S ≈ 5.0–∞) —  an increase 
in Interest and Valuation (a greater increase 
in Utility relative to Valuation): the area where 
the potential of the asset value is realized 
(stabilization of the multiple difference 
between the market and book value of 
companies — the size of the equity capital of 
organizations changes almost in proportion to 
their capitalization).

If we arrange the values of these points 
on the market value-to-sales ratio diagram, 
including special cases (T0 and T6), then for 
clarity, they can form a circle with tangents 
to the abscissa axis at point T0 and to the 
ordinate at point T6 (Fig. 5). Points T2 and T4, 
in this case, coincide with the maxima of the 
values of the axes, and the line connecting the 
points T3 and the origin, located at an angle of 
45° to the abscissa axis, divides the plane into 
two equal parts.

Fig. 4. Dependence of Valuation and Interest of companies on the level of Utility
Source: compiled by the author according to data from annual reports of companies.
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Using the resulting combination, divide the 
diagram into the appropriate segments:

•  Segment 1 —  points Т0 —  Т2;
•  Segment 2 —  points Т2 —  Т3;
•  Segment 3 —  points Т3 —  Т4;
•  Segment 4 —  points Т4 —  Т6.
The relationships between points T0 — 

T1 and T5 — T6 are taken as special cases 
of Segment 1 and Segment 4, respectively, 
since they only reflect the extreme degree of 
implementation of their criteria: the market 
value of companies is less than the book 
value without reducing the difference as 
Utility grows (T0 — T2); the market value of 
companies is more than twice the book value 
(T4 — T6).

According to the results of the analysis for 
each segment, the following average values of 
indicators were obtained:

•  Segment 1 (MV/S = 0.0–0.5): Valuation = 
= 0.31; Interest = –0.07;

•  Segment 2 (MV/S = 0.5–1.0): Valuation = 
= 0.89; Interest = –0.15;

•  Segment 3 (MV/S = 1.0–2.0): Valuation = 
= 0.78; Interest = +0.67;

•  Segment 4 (MV/S => 2.0): Valuation = 
= 1.68; Interest = +5.93.

It can be seen that Interest (MV/S — E/S) 
acquires a positive value in Segment 3, 
increasing multiple in Segment 4, and the 
E/S Valuation grows relatively intensively in 
Segments 1 and 4, having conditionally stable 
dynamics in Segments 2 and 3.

Point T0 is characterized by the presence 
of sales and the absence of the market value, 
which, taking into account the dynamics of the 
E/S ratio between T0 —T1 in Fig. 4, indicates 
the value of the company’s book value tending 
to zero, i. e. current valuation of assets is close 
to total liabilities.

Point T5 expresses another extreme 
manifestation of the criteria of the Segmental 
Model — the absence of sales from an asset in 
the presence of its market value — this is an 
unrealized project, an idea that has an initial 
value.

On the basis of the conclusions, the shown 

in Fig. 2 comparison of companies takes on its 
final form — Segmental model for comparing the 
value of organizations (Fig. 6).

The highlighted segments, visual ly 
presented according to the key criterion of 
the model — the utility coefficient (MV/S), 
now characterize the creative profile, the 
specifics of the activities, and the financial 
well-being of companies in a specific period 
of their development. This allows us to 
more clearly correlate the assessment of 
the unit cost of an asset with industry 
competitors and the market as a whole, 
create a cognitive perception of the content 
of their essence.

FACTOR ANAlYsIs
At the second stage of the analysis, in order 
to generalize the obtained dependencies, the 
factors calculated in an identical or similar 
way were grouped according to the following 
principles:

•  Profitability — factors associated with 
the difference between sales and the aggregate 
of any kind of costs;

•  Cost —  factors related to the size (value) 
of any combination of cost types;

•  Provision  —  factors related to the 
liquidity of assets, dynamics, movement 
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or availability of current assets (excluding 
inventory), non-current assets (excluding 
fixed assets), short-term and long-term 
liabilities, capital (excluding dividends), 
interest, free cash flow;

•  Capital   —  factors  re lated to  the 
movement and availability of inventories and 
fixed assets, as well as the size of fixed assets 
acquired and the level of depreciation;

•  Intensity —  factors related to return on 
assets, investments and capital, turnover of 
assets in general, current assets, cash, fixed 
assets, and inventory;

•  Dynamicity —  factors related to the 
dynamics of operating profit, the size and 
dynamics of dividends.

The calculation results, common for the 
entire sample and separately for each segment 
for the eight factors most affecting the ratio 
of the market value to sales (correlated with 
sales), indicating the name of their group, 
are presented in the form of a sorted list in 
descending order of the magnitude of the 
correlation (Table 2).

The boundary indicator of the significance 
of the correlation coefficient at a confidence 
level of 95% of the analyzed sample of 

organizations within the framework of the 
analysis was 0.1388 modulo.

Without considering the criterion of a very 
weak interdependence of variables, in further 
study, we used indicators of factors with a 
correlation coefficient value of more than 0.20 
in modulus.

Since a certain combination of assessment 
factors is a close or identical calculation 
method, it is advisable to use the value of 
their specific weight to determine the degree 
of influence of their groups on the utility 
coefficient (MV/S).

For this purpose, the specific value of the 
approximation reliability (the square of the 
correlation coefficient — the coefficient of 
determination) was calculated as follows 
for each group of factors in the context of 
segments and for the sample as a whole 
(Table 3):

•  total correlation coefficient (ƩR 0,20) is the 
total of the correlation coefficients of a group 
of factors with a modulus value exceeding 0.20;

•  the average correlation coefficient (Rср) 
is the ratio of the total correlation coefficient 
(ƩR 0,20) of the group to the number of factors 
involved in its calculation;

 

Fig. 6. segmental model for comparing selected companies, UsD billion
Source: compiled by the authors on the basis of Forbes Global 2000.
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Table 2
Correlation of factors for assessing the financial performance of companies with a utility ratio (MV/s)

sA
M

Pl
E

Assessment factor Factor group Corr. coef.

TO
TA

L

Cost (including depreciation and other operating expenses) Cost –0.7024
Net profit Profitability 0.6555
EBT Profitability 0.6453
Operating income –Taxes —  (Value of long-term liabilities × Long-term 
liabilities)

Profitability 0.5967

Operating expenses + Tax Cost –0.5681
(Sales —  Operating expenses) × Dynamics of operating profit Dynamicity 0.4864
ROA Intensity 0.4859
Capital Provision 0.4834

SE
GM

EN
T 

4

Cost (including depreciation and other operating expenses) Cost –0.5683
(Net profit —  Other income / expenses (not operating) —  Revaluation and 
extraordinary items) —  (Value of long-term liabilities × Long-term liabilities)

Profitability 0.5462

Net profit Profitability 0.5395
EBT Profitability 0.5313
Net profit —  Other income / expenses (not operating) —  Revaluation and 
extraordinary items

Profitability 0.5161

NOPAT Profitability 0.4927
EBIT Profitability 0.4874
Operating income —  Taxes —  (Value of long-term liabilities × Long-term 
liabilities)

Profitability 0.4817

SE
GM

EN
T 

3

Financial investments and Bills / Assets Provision –0.3332
Short-term liabilities / Assets Provision –0.3075
(Current Assets —  Inventories —  Current Liabilities + Changes in Working 
Capital) / Assets

Provision 0.2659

Operating expenses + Tax Cost –0.2550
Interest received (paid) Provision –0.2479
(Current assets —  Cash —  Inventories) / Fixed assets Provision 0.2318
Other income / expenses (not operating) Cost –0.2280
Free Cash Flow Provision 0.2270

SE
GM

EN
T 

2

SOA Asset Turnover (Sales / Assets) Intensity –0.5464
(Fixed assets —  Depreciation) / Assets Capital –0.4771
Fixed assets / Assets Capital –0.4371
Turnover of current assets (Sales / Current assets) Intensity –0.4366
ROIC Intensity –0.4322
ROI Intensity –0.4209
Long-term liabilities / Assets Provision 0.4137
ROA Intensity –0.4130

SE
GM

EN
T 

1

ROA Intensity 0.4816
Dividend Dynamicity 0.4414
ROI Intensity 0.4340
(Sales —  Operating expenses) × Dynamics of operating profit Dynamicity 0.4137
Operating expenses + Tax Cost –0.4076
EBT Profitability 0.3797
Operating income —  Taxes —  (Value of long-term liabilities × Long-term 
liabilities)

Profitability 0.3690

Retained earnings Provision 0.3316

Source: compiled by the author according to data from annual reports of companies.
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•  reliability of approximation (Rср
2) is the 

square of the average correlation coefficient 
(determination coefficient);

•  the specific value of the accuracy of 
approximation (Rср

2,%) is the percentage of the 
value of the reliability of the approximation 
(Rср

2) of a particular group to the total of the 
same indicator for all groups.

An example  of  ca lculat ion  for  the 
“Profitability” group within the general sample 
(generalized for all segments):

•  t ot a l  co r r e l a t i o n  co e f f i c i e n t s  o f 
assessment factors with a modulus value of 
more than 0.20 (ƩR 0,20) is 2.7621;

•  the average correlation coefficient (Rср) = 
= ƩR 0,20 / the number of factors involved in its 
calculation is, respectively: 2.7621 / 6 = 0.46;

•  the reliability of approximation (Rср
2): 

0.462 = 0.21;
•  the specific value of approximation 

reliability (Rср
2,%) = (Rср

2) / total Rср
2 of all 

groups × 100: 0.21 / 0.97 × 100 = 21.79%.
As a result, attention is drawn to the 

heterogeneity of the distribution of the 
proportion of groups of factors in relation to 
the company’s costs to sales. If for the general 
sample the results are predictable — more 
expensive companies have higher profitability 
and, accordingly, lower operating costs, then 
when considered within the Segmental 

Model, different groups of factors manifest 
themselves in different ways.

The right side of the Table 3 shows the 
range from 0 to 20 values of the number of 
assessment factors involved in calculating 
the specific reliability of the approximation of 
groups. Considering the conditional identity 
of the algorithms for calculating individual 
indicators, such a multiple difference can 
distort the results of the assessment.

T o  m a k e  t h e  c o n c l u s i o n s  m o r e 
convincing, we make a comparison in the 
form of two-factor (Table 4) and one-factor 
(Table 5) methods for calculating the total 
correlation coefficient of groups, which are 
supposed to use, respectively, two and one 
factors from each group, with the highest 
values of the correlation coefficient in 
modulus, regardless of the significance of 
the indicator.

In this case, there is a certain pattern of the 
results obtained, in particular for Segment 1 
(Intensity and Dynamicity), Segment 2 
(Capital and Intensity), Segment 3 (Cost and 
Probability) and for the sample as a whole 
(Profitability and Cost), the key factors 
affecting the utility coefficient (MV/S) groups 
are identical and close to the calculation 
method with the value of  correlation 
coefficients more than 0.20 modulo.

Table 3
The results of calculating the specific reliability of the approximation (Rav

2, %) using correlation 
coefficients greater than 0.20 modulo

GROUP
rav

2, % / Rav
2, % Number of factors in calculation

seg. 1 seg. 2 seg. 3 seg. 4 TOTAl seg. 1 seg. 2 seg. 3 seg. 4 TOTAl

Profitability 14.44 13.96 0.00 26.71 21.79 6 11 0 10 6

Cost 15.29 18.01 50.27 17.60 24.71 4 6 2 4 4

Provision 12.59 15.09 49.73 12.27 13.26 18 20 11 12 11

Capital 12.81 15.29 0.00 9.97 10.28 1 8 0 4 4

Intensity 19.84 22.34 0.00 7.68 16.04 8 9 0 6 4

Dynamicity 25.04 15.31 0.00 25.77 13.92 3 2 0 1 2

TOTAl 100.00 100.00 100.00 100.00 100.00 40 56 13 37 31

Source: compiled by the author according to data from annual reports of companies.
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The groups of factors with the highest 
s p e c i f i c  v a l u e  o f  t h e  a p p r ox i m a t i o n 
reliability for Segment 4 in the calculation 
method with the value of the correlation 
coefficients in modulus more than 0.20 
differ from the two-factor and one-factor 
calculation methods. In the first case, the 

“Dynamicity” group, represented by one 
factor participating in the calculation, 
exceeds the indicator of the “Cost” group, 
represented by 4 factors, by 8.17 percentage 
points, but according to the one-factor 
method, it is less by 10.25 percentage points, 
which is correct for comparison purposes 
(one factor — to one factor).

Thus, summarizing the specif ics  of 
companies from different sectors according 
to Fig. 4 and 6, as well as the main criteria 
for increasing the utility coefficient (MV/S) 
according to Table 2–5, a short description of 
each segment will be given.

Segment 1 (MV/S < 0.5) —  the sector of 
crisis or financially supported companies:

•  the market value does not exceed the 
book value, which, in turn, is less than half of 
the annual sales;

•  the growth of the utility coefficient is 
mainly associated with:

– with an increase in the return on assets, 
investments, and capital, the dynamics of 
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Table 4
The results of calculating the specific reliability of the approximation (Rav

2, %) by two-factor method

GROUP
rav

2, % / Rav
2, %

seg. 1 seg. 2 seg. 3 seg. 4 TOTAl

Profitability 17.66 11.60 6.12 28.46 27.59

Cost 13.77 14.51 22.77 25.53 26.32

Provision 13.04 16.61 40.06 18.40 15.17

Capital 6.07 21.77 10.61 9.38 8.36

Intensity 26.41 25.18 10.35 8.16 13.74

Dynamicity 23.04 10.33 10.09 10.07 8.83

TOTAl 100.00 100.00 100.00 100.00 100.00

Source: compiled by the author according to data from annual reports of companies.
Table 5

The results of calculating the specific reliability of the approximation (Rav
2, %) by one-factor method

GROUP
rav

2, % / Rav
2, %

seg. 1 seg. 2 seg. 3 seg. 4 TOTAl

Profitability (Net profit) 8.97 7.86 12.54 25.59 25.14

Cost [Cost ((including depreciation and other operating expenses)] 10.35 2.36 23.51 28.39 28.87

Provision (Capital) 15.65 15.25 35.94 17.47 13.67

Capital (Fixed Assets / Assets) 0.09 29.40 10.31 5.76 4.66

Intensity [Return on assets (ROA)] 37.36 26.25 0.46 4.65 13.82

Dynamicity ((sales —  Operating expenses) × Dynamics of operating 
profit) 27.57 18.87 17.24 18.14 13.84

TOTAl 100.00 100.00 100.00 100.00 100.00

Source: compiled by the author according to data from annual reports of companies.
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operating profit, the size, and dynamics of 
dividends;

– with a decrease in the turnover of assets, 
including current assets, cash, fixed assets and 
inventories.

Segment 2 (0.5 <= MV/S < 1.0) —  sector of 
manufacturing (processing and extracting raw 
materials) companies:

•  the market value does not exceed 
the book value (which tends to the level 
of  annual  sales) , with  the  di f ference 
decreasing as the MV/S ratio increases 
within the segment;

•  the growth of the utility coefficient is 
mainly associated [25–28]:

– with an increase in the level of renewal 
of fixed assets, return on assets, investments, 
and capital;

– with a decrease in the size of inventories 
and fixed assets, asset turnover, including 
current assets, cash, fixed assets, and 
inventories.

Segment 3 (1.0 <= MV/S < 2.0) —  the 
sector of trading (network) companies:

•  the market value exceeds the book value, 
which is close to the level of annual sales 
within the segment;

•  the growth of the utility coefficient is 
mainly associated with:

– with an increase in the liquidity of assets, 
free cash flow and the share in the balance 
sheet structure: current assets (excluding 
inventory), non-current assets (excluding 
fixed assets), long-term liabilities, capital 
(excluding dividends);

– with a decrease in the size (level) of any 
combination of types of costs, short-term 
liabilities, investments and interest received 
in the balance sheet structure.

Segment 4 (MV/S >= 2.0) —  the sector of 
innovative companies:

•  the market value is more than twice the 
book value, which is higher than the level of 
annual sales within the segment;

•  the growth of the utility coefficient is 
mainly associated with:

– with an increase in the difference between 

revenue and the aggregate of any type of 
costs;

– with a decrease in the size (level) of any 
combination of cost types.

FACTOR COMPARIsON 
OF ORGANIZATIONs

Considering various priorities of organizations 
in terms of their development, to assess their 
current state and compare with other market 
participants, we will use the results of the factor 
analysis of companies’ activities, according to 
Table. 2 determining the conditions for increasing 
the utility coefficient depending on the segment 
of the ratio of the market value to sales.

If companies in terms of MV/S have similar 
values (within the same segment or in its 
boundary values), it is advisable to correlate 
them by factors for a particular segment, if 
the difference is significant, the assessment 
should be carried out in the table of the 
general sample.

As  an example, we compare  Apple , 
Alphabet, and Berkshire Hathaway from Table 
1 for 12 key factors, distinguished by the most 
characteristic features of the inconsistency of 
indicators (Table 6).

At first  glance, Berkshire Hathaway 
has large net income, assets, and sales 
comparable to Apple and Alphabet, which 
also demonstrates a higher Profits/Sales ratio. 
However, it is half the price of Alphabet and 
three times the price of Apple.

Berkshire Hathaway’s profits are associated 
with major factors that exceed those of 
comparable companies, with most of the rest 
being worse.

The largest bias in the factors justifying 
Berkshire Hathaway’s lower utility relative 
to Apple and Alphabet is associated with 
relatively high production costs and operating 
expenses, less free cash and its ratio to 
asset size, lower return on assets (ROA) and 
investment (ROI), smaller equity capital (all 
indicators are relative to sales).

In total, out of 31 factors assessing the 
general comparison (for all segments), having 
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a correlation coefficient of more than 0.20 in 
modulus, for 16 of them Berkshire Hathaway 
has values inferior to Apple and Alphabet, 
in 6 factors — exceeding and in 9 factors — 
intermediate.

Since Berkshire Hathaway’s utility has a 
marginal value between Segment 3 and Segment 
4, a similar analysis can be made by comparing the 
factors in Segment 4. The result is similar since its 
key criteria are identical to the total sample.

CONClUsIONs
As a rule, the life cycle of a company’s 
development is represented by one or two, less 
often three segments. The transition between 
segments requires a significant change in the 
structure of the organization’s balance sheet 
and other indicators of financial statements, 
which in market conditions implies significant 
changes in the business model or its complete 
change.

CORPORATE FINANCE

Table 6
Factorial comparison of Apple, Alphabet, and berkshire Hathaway within the total sample

no. Assessment factor Factor group Corr. 
coef. Apple Alphabet berkshire 

Hathaway

1
Cost (including depreciation and other 
operating expenses)

Cost –0.7024 0.62 0.45 0.81

2 Net profit Profitability 0.6555 0.21 0.21 0.32

3 EBT Profitability 0.6453 0.25 0.24 0.40

4
Operating income —  Taxes —  (Value 
of long-term liabilities × Long-term 
liabilities)

Profitability 0.5967 0.19 0.18 0.02

5 Operating expenses + Tax Cost –0.5681 0.79 0.82 0.97

6
(Sales —  Operating expenses) ×  
× Dynamics of operating profit

Dynamicity 0.4864 0.23 0.20 0.11

7 ROA Intensity 0.4859 0.17 0.12 0.10

8 Equity Provision 0.4834 0.30 1.24 1.67

9 Cash / Assets Provision 0.4811 0.29 0.43 0.08

10
Urgent liquidity ((Current assets —  
Inventories) / Short-term liabilities)

Provision 0.4773 1.46 3.44 1.50

11 Equity —  Retained earnings Provision 0.4372 0.17 0.30 0.09

12 ROI Intensity 0.4320 0.25 0.15 0.11

Source: compiled by the author according to data from annual reports of companies.
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Accordingly, the focus solely on profits 
and costs as key conditions for increasing 
the value of an organization, in this case, 
is justified only in Segment 4. For other 
sectors, other factors should be taken into 
account, sometimes with a large dominant 
value.

Based on this, each segment can be 
represented as a level of creative activity 
of companies, while the transition to the 
next of them within the market as a whole 
is carried out by releasing the capabilities 
of the previous ones, complementing them 
(not replacing them), relying on them as 
an increase in the size of the structure, 
the stability of which is determined by the 
uniform distribution of the load [29]. That 
is, the need to increase the average market 
utility, primarily by increasing profitability, 
should be decomposed into components 
in relation to individual segments of the 
model. They prioritize different groups 
of factors, which together create a single 
picture of goals.

With the obvious social utility for the 
market as a whole, an increase in the ratio 
of companies’ market value to sales as 
an indicator of economic development, 
consumer and business activity of  its 
participants, the implementation of this 
goal requires a revision of an unambiguous 
judgment about maximizing profit as the 
main goal of the business. The profitability 

and level of costs of firms in the lower 
segments of the model should stimulate 
the development of organizations in the 
upper segments, considering the use of 
targeted instruments that take into account 
the characteristics and specifics of their 
type of activity. [30]. Moreover, the lower 
the segment of the company’s location, 
the greater the synergistic effect this 
circumstance will have.

The implementation of the Segmental 
Model implies that, in addition to the actual 
evolution in the form of a stage of the life 
cycle (beginning, growth, stagnation, decline, 
completion) and size (assessment of the 
occupied market share), the key characteristic 
of the company’s activities is the segment 
of its public utility, which is a conditionally 
constant entity formed a unique internal 
culture associated with the characteristics 
of birth (a type of activity) and existence 
(competitive environment) [31].

The correlations of various indicators 
and multipliers of the financial statements 
of organizations obtained in the course 
of the analysis in relation to their current 
and calculated ratio of capitalization from 
proceeds allow us to assess the value of 
companies, to compare the dynamics of their 
activities with industry competitors and the 
market as a whole for a selected period of time, 
and to define directions for increasing utility 
coefficient.
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INTRODUCTION
The banks, which form the backbone of the 
country’s financial system, act as intermediaries 
to ensure that savings are taken from those 
with surplus funds and transferred to public or 
private institutions with deficits. The transfer 
of the provided resources to production and 
profitable areas has a positive effect on the 
country’s economy and adds dynamism to 
economic development. As in any country, 
economic, social and political changes affect 
the characteristics, structure and orientation of 
the banking sector in our country. The banking 
sector is expected to continuously evolve to 
diversify its economic activities, taking into 
account the effects of globalization and, as a 
result, to meet the growing funding needs. The 
banking sector, which is of great importance for 
the healthy operation of the economy of the 
country, has become one of the sectors, which 

responses sensitively to changes in the national 
economy.

In this context, the crises that have occurred in 
the country have affected the entire economy and 
had very negative consequences for the fragile and 
uncertain structure of the Azerbaijani banking system. 
As a result of this negative sector, liquidations 
and mergers took place and new sector-specific 
regulations were introduced. The banking sector 
performance affects all economic units in the country. 
Thus, it is important to measure and control the 
performance of the banking sector.

THE bODY OF THE ARTIClE
Starting from 2018, in banking, it has become 
relevant to solve a variety of problems that are 
related to the settlement, the process of updating 
outdated systems, the introduction of advanced 
technologies and business models, an increase 
in competitiveness and customer expectations, 
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taking into account the provision, in this 
case, the implementation of a new sustainable 
development strategy. Banks that are able to seize 
new opportunities will have a chance to gain an 
advantage and thus be able to balance long-term 
goals and short-term performance requirements. 
The next period will be crucial for the banking 
system in accelerating their transformation into 
more strategically oriented and technologically 
advanced financial institutions with flexible 
operating structures to maintain leadership in 
a rapidly changing business environment. This 
transformation is challenging as most banks 
face a number of hurdles, such as complex and 
conflicting regulatory requirements, computer 
systems becoming obsolete, new technologies 
evolving, new business models emerging, 
competition intensifying, and customer demands 
and expectations constantly increasing.

For this purpose, 6 major factors were identified, 
which to a large extent affect the rate of long-term 
growth in the banking system:

1. The need, as a result of any changes, to maintain 
the principle of customer focus;

2. Relevant changes in the legal framework in 
accordance with the measures taken;

3. Rational management of technologies to 
achieve efficiency in banking;

4. Reducing the level of cyber risks to ensure the 
security and independence of the process;

5. Development of fintech projects and use of the 
experience of large IT companies;

6. Revision of labor resources in favor of more 
qualified personnel.

As a result, banks will have to implement the 
business transformations necessary to ensure the 
sustainability of their companies along with their 
operational challenges. Banks need to find the right 
balance between long-term goals and today’s needs. 
And those who manage to achieve such a balance 
will gain significant superiority.

Let’s consider each of the six factors in more detail.
1. The need, as a result of any changes, to maintain 

the principle of customer focus.
Long-term sustainable development in banking 

is only possible if there is a fundamental shift from 
a product-centered and sales-centered approach to 

a customer-centered approach, and then refining 
strategies that target relevant markets, customer 
segments and solutions.

Although the banking industry has changed 
in many ways over the past few years, most 
organizations here, unlike other areas, have not 
redefined their business processes towards customer 
focus. As digital innovation evolves, banks run the risk 
of missing out on customer satisfaction monitoring.

After the liquidation and consolidation of a 
number of banks in Azerbaijan, the remaining banks 
were constrained to re-examine their showcase 
techniques and procedures for working with clients. 
In numerous cases, such choices were driven by 
administrative necessities instead of an improved 
understanding of desires of markets and clients. 
Opposite to desires, not all banks pay consideration 
to client fulfillment.

Fortunately, there are banks that are starting to 
realize that the improvement of already seen danger to 
the fintech industry opens up favorable prospects for 
client benefit by leveraging the involvement of fintech 
companies and organizing participation with them.

Fintech companies have appeared that they can 
meet all of their necessities and surpass desires 
through remarkable client care.

However, the presentation of unused innovation, 
as a run the show, made a difference to unravel 
existing issues to some extent. The biggest challenge 
for most banks is to attain organizational adaptability. 
To do this, they must improve, change the way 
individuals oversee and construct vital organizations 
to create choices that advantage clients over the 
broader environment of members.

2. Relevant changes in the legal framework in 
accordance with the measures taken.

Expectations of a significant relaxation of 
regulation may not be justified. Compliance desires, 
particularly with respect to reasonable treatment of 
clients and senior administration responsibility, will 
stay high. In addition, controllers are anticipated to 
proceed to actualize requirement observing programs 
and require more divulgences from banks to test 
the operational judgment of complex organizations, 
especially in times of stress.

For banks to achieve operational modernization, 
it is necessary to integrate compliance objectives in 

Y. F. Veliyeva



122 FINANCE: THEORY AND PRACTICE   Vol. 25,  No. 1’2021

terms of control and responsibility with the bank’s 
vital destinations, counting advancement, operational 
re-arrangements, chance administration and fetched 
optimization. In other words, the compliance system 
must be consistent with the bank’s business strategy. 
Failure to do so could put banks at risk of regulatory 
breaches and reduced productivity.

Banks should also pay particular attention 
to regulatory compliance when identifying and 
managing required changes, both at the individual 
business unit and corporate level. These changes will 
require managers to consistently apply standards 
of due diligence in managing their operations. 
Regulators are also placing increased demands on 
senior management accountability.

3. Rational management of technologies to 
achieve efficiency in banking.

To increase the agility of their organizations, bank 
CIOs must develop areas within their portfolio of 
technology assets that provide the bank with a real 
competitive advantage. Ancillary activities should 
be outsourced cost-effectively.

Most banks confront the challenges of overseeing 
innovation assets, which are a mess of frameworks, 
stages, computer programs and apparatuses, 
numerous of which are obsolete and require critical 
assets and capital to keep them running easily. In this 
respect, updating the center working framework is 
getting to be a self-evident need for banks. According 
to ICT Enterprise Insights, conducted by analyst 
firm Ovum in 2016, nearly 25 percent of the banking 
sector surveyed worldwide cited modernization as 
the most important IT trend.1

To implement vital changes in their banks and 
increment effectiveness with negligible disruption 
to inside frameworks, CIOs ought to guarantee the 
compatibility of unused innovation arrangements 
from diverse outside providers. This, in turn, may 
require a significant increase of the IT budget in 
banks.

However, money alone is usually not enough. In 
their quest for simplification, modernization and 
flexibility of systems, banks must ask themselves 
three important questions:

1 2016 Ovum ICT Enterprise Insights Survey. URL: https://
www2.deloitte.com/kz/ru/pages/financial-services/articles/
gx-banking-industry-outlook.html (accessed on 12.12.2020).

1. How will they manage their portfolio of 
technology assets to maximize business performance?

2. How will the specified level and sort of 
technology outsourcing be decided (locks in third 
parties to plan, create and oversee innovation 
arrangements)?

3. How will they focus resources exclusively on 
developing those activities that provide a competitive 
advantage?

The growth in the number of technology platforms 
and technology developers in the market, as well 
as the development of cloud solutions, have made 
outsourcing more convenient and affordable. Of 
course, this practice is not new for banks, but often 
in order to maintain competitive advantages in the 
market, it becomes necessary to significantly expand 
the scope of outsourced functions. Bank technology 
groups can play a key role in managing the new 
outsourcing model and maximizing business value.

Of course, outsourcing is not applicable to all core 
activities —  technical support for some activities, 
for example, in the area of compliance and risk 
management, should be provided by the internal 
divisions of the bank.

One example of outsourcing is mission-critical 
managed services that require specialized technical 
staff but provide the company with a limited 
competitive advantage [1]. In addition, external 
service providers can automate compliance processes, 
which saves labor —  the bank staff only needs to 
complete the final stage of analysis and prepare 
reports for regulators.

An outsourcing strategy typically requires a more 
careful approach to technology developer selection, 
with a focus on high-quality software and in-depth 
banking knowledge (such as servicing mortgages or 
handling demand deposits).

Multifunctional organizations prefer to use “star” 
models that include numerous connections with 
third parties in several ranges. They are rebuilding 
their strategies of contracting with providers and 
overseeing and directing their exercises appropriately.

Outsourcing can moreover play a basic part in 
modernizing applications — through optimization, 
rebuilding, code modifying, or porting to another 
stage, as well as the capacity to move the stage to 
the cloud.
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4. Reducing the level of cyber risks in order to 
ensure the security and independence of the process.

Increased interdependence among the 
participants in the banking ecosystem, accelerated 
introduction of new technologies and continued 
dependence on obsolete infrastructure — all these 
factors contribute to the growth of cyber risks.

Cybersecurity is recognized globally — cyber risk 
is a priority on the agenda of financial risk managers 
[2]. Acting ahead of ever-changing business needs 
and addressing increasingly sophisticated threats 
from attackers is a top priority for bank executives [2].

This is confirmed by the methods of cyber risk 
management used by many banks now. Many banks 
employ qualified cybersecurity professionals in their 
cybersecurity divisions.

However, cyber risk is becoming more complex, 
and the impact of such risk is often not fully 
understood and cannot be accurately determined. 
Thus, there is still much work to be done by banks to 
implement mechanisms to proactively monitor cyber 
risks in their operations on a progressing premise. It 
begins by building a solid culture of due tirelessness 
all through the organization and understanding 
cybersecurity as a key factor in creating trade forms, 
techniques and imaginative arrangements.

As the transformations taking place in many 
banks are largely driven by technological advances, 
banks need to analyze and manage cyber risks in 
all aspects of the changes taking place —  whether 
it is modernizing legacy systems or introducing 
new technologies. Banks have numerous benefits 
from paying close attention to cyber risk and 
understanding its importance in almost all aspects 
of their business. This approach allows companies 
to shorten the time it takes to enter new markets, 
increase their resilience and meet market demands, 
which is what is meant by organizational flexibility. 
In short, in order to increase organizational flexibility 
and efficiency, banks should consider cyber risk as a 
primary factor in their decision making.

5. Development of fintech projects and use of the 
experience of large IT companies.

Customer-centric fintech companies remain at the 
forefront of banking innovation. In this circumstance, 
banks have a few technique choices. They can begin 
rehashing the activities of fintech companies, make 

comparative imaginative arrangements, connected 
with them (whereas losing their competitive 
advantage), or follow a coordinated methodology 
based on their capabilities and showcase position.

In spite of the reality that fintech companies have 
found their specialty within the managing an account 
division, numerous will concur that they “have not 
been able to drastically change the conditions of 
competition” [3]. Clearly, it is as well early to say 
that fintech companies and other non-banking 
organizations will permit buyers to totally desert 
mediators. Huge legacy players are likely to preserve 
their showcase administration due to the taking after 
three components that proceed to work for them:

1) administrative limitations anticipating section 
to the market;

2) customers’ normal hesitance to alter something;
3) the accessibility of adequate capital to secure, 

build up participation or duplicate the victory of 
fintech companies.

However, it ought to be recognized that inventive 
arrangements made by fintech companies take client 
benefit to a modern level [3]. But this improvement 
in fintech organizations and other non-banking 
companies within the money holding division is most 
likely indicative of a change in the money holding 
system itself.

Banks, using the experience of fintech companies, 
will be able to revise their competitive strategies. 
As fintech and other non-traditional banking 
providers embrace different areas of banking 
(lending, payments, stock trading, high net worth, 
etc.), traditional banks must compare themselves 
to what they perceive to be the best at its segment 
in terms of features and solutions. This broad view 
of the competition will allow them to become more 
resilient to future threats.

Banks can develop a more differentiated approach 
to working with fintech companies, considering 
their impact on each business function separately 
(including operations, finance and marketing) [4]. As 
a result of all these actions, traditional banks will be 
able to increase their capacity to develop solutions 
that can meet the needs and desires of both existing 
and potential customers.

6. Revision of labor resources in favor of more 
qualified personnel.
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Banks should rethink their talent strategies in 
light of the changing working conditions caused by 
the increasing level of automation and ethno-cultural 
diversity of the workforce.

There is no doubt that automation is rapidly 
transforming business processes, and advances 
in technologies such as quantum computing are 
likely to accelerate these changes. It would seem 
natural, given the inevitably increasing volumes of 
automation, to ask the question of what impact it 
will have on workplaces [5], however, the banking 
industry has already gone through a similar stage [6]. 
For example, when the introduction of ATMs began, 
it allowed banks to free cashiers from the technical 
function of processing transactions and reorient 
them to selling banking services and providing advice 
to customers [7].

In addition, the workforce is expected to become 
more ethnically and socioculturally diverse in the 
future. In addition to permanent employees and 
contractors, it is likely that freelance specialists 
will appear, interacting with several banks at once; 
developers of new fintech services and services and 
even robots that will work together with people [8].

As a result, it can be expected that in arrange to 
realize victory in this technological world, a bank as 
it were has to have specialized masters on its staff, 
but this approach would be short-sighted —  the 

significance of interpersonal abilities ought to not 
be thought little of. Banks ought to proceed to way 
better adjust company procedure with worker values 
through corporate social duty, natural, community 
and corporate governance initiatives.

Only 17% of CEOs around the world, working 
in various sectors of the economy, not to mention 
the banking sector, when responding to the survey 

“International Trends in Human Capital”, report their 
readiness to manage a diverse workforce [9].

According to a joint think about by MIT Sloan 
Management Review and the universal division 
of Deloitte Digital, in arrange to work successfully 
in an advanced environment, bank workers will 
create modern aptitudes and capacities (Fig. 1) [10]. 
A great case in this respect is DBS Bank in Singapore, 
which has committed 20 million dollars to prepare 
its representatives in computerized managing an 
account and innovation development. Secluded 
preparing takes put concurring to uncommonly 
planned educational modules on an e-learning stage 
based on counterfeit insights innovation.2

2 DBS to Invest SGD 20 Million Over Five Years to Transform 
Employees Into Digital Workforce, in Support of Singapore’s 
Aim to Be Smart Financial Centre. Press release. August 21, 
2017. URL: https://www.dbs.com/newsroom/DBS_to_invest_
SGD 20_million_over_five_years_to_transform_employees_
into_digital_workforce_in_support_of_Singapores_aim_to_be_
smart_financial_centre (accessed on 12.12.2020).

Fig. 1. Modular learning based on Artificial Intelligence Technology in singapore
Source: 2017 MIT Sloan Management Review and Deloitte Digital’s global study: Deloitte Center for Financial Services analysis. 

URL: https://www2.deloitte.com/kz/ru/pages/financial-services/articles/gx-banking-industry-outlook.html (accessed on 12.12.2020).
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As part of the upcoming transformation, banks 
will need to create a new collaborative and level 
playing culture and move towards a more coordinated 
approach to work at all stages of the working 
process —  from hiring to retirement —  taking into 
account customer satisfaction. This new digitally-
based approach, will create the necessary work-life 
balance for employees and define work objectives 
they should strive for.

Banks need to consider the six main factors 
when shaping their strategies to ensure sustainable 
development in the long term. It is believed that there 
is a long work ahead in this direction, and the sector 
is currently at the beginning of its journey.

To harvest the benefits of versatile selection, 
banks have to change their client procurement 
methodologies, item portfolios and benefit 
conveyance models. As before long as financial 
development strengthens, it is essential to fix 
financial arrangement. Targeting the correct 
gathering of people through modern information 
analytics, making the foremost compelling item 
offerings, and advanced client intuitive with the 
bank can help lower financing and store costs. Such 
a compelling technique can be imperative since 
the liquidity rules presented within the wake of the 
emergency, in specific the least liquidity prerequisites, 
might lead to cost wars for retail stores.

This is important to indicate the growing 
advantage of mobile banking. It is gradually replacing 
the physical office as the main point of obtaining 
banking services, providing an even higher level of 
interaction than using Internet banking (Fig. 2) [11]. 
The use of mobile technology also comes to the fore 

at key stages of the customer life cycle, in particular 
when working with customers from key demographic 
groups —  according to the recent Deloitte study [12] 
generation Y and mobile banking users are likely to 
demand more account opening opportunities.

However, it would be shortsighted to consider 
mobile technologies only as another communication 
channel, because they not only improve the quality 
of customer service but also contribute to the 
effectiveness of other channels of interaction with 
the customer (Fig. 3). For example, Umpqua Bank 
is currently testing a pilot project to implement 
software that allows employees in the bank’s offices 
to provide banking services to customers via digital 
communication channels [13].

Expanding customer engagement through 
mobile channels can help banks address specific 
compliance issues. Banks can speed up compliance 
or reduce costs if customers agree or validate data 
using a portable application. Providing discounts or 
rewards can act as a motivating force. A customer-
recognizable application based on face recognition 
technology may be used to assist customers and 
reduce costs of establishing connections with modern 
customers [14].

Achieving all of this will require more flexible 
service delivery models, of which mobile is a key 
element, but they could significantly narrow the gap 
if they double their digital transformation efforts. 
For example, large retail banks in Europe and Asia 
have gone much further on these issues and are 
creating radically new business models that can 
significantly change the existing market. Obviously, 
the main driver of these changes is regulation — the 

Fig. 2. banking model of the past
Source: Forecast of the banking sector development. URL: https://www2.deloitte.com/kz/ru/pages/financial-services/articles/gx-

banking-industry-outlook.html (accessed on 12.12.2020).
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second European Union Payments Directive (PSD 2) 
in Europe and the Open Banking Standard in the 
UK, in particular, establish completely new rules for 
obtaining and using customer data, and also reduce 
barriers to market entry [15]. As a result of these 
changes, banks and fintech companies are rethinking 
their approaches to using data and introducing new 
models of interaction with customers in the new 
digital reality.

Successful digital transformation usually depends 
on consistency of administrative methods, a choice 
of innovation, and management adjustments. In 
an effort to adapt to such extreme changes, banks 
are making key choices. Indeed, the most popular 
banks like Goldman Sachs [16], are focusing their 
efforts on retail and building advanced departmental 
systems to serve private clients while promoting their 
competitive account management services.

However, without revising and optimizing business 
processes, digitalization can be counterproductive. 
Thus, robotic process automation is likely to gain 
popularity, but when implementing this technology, 
it is important to remember that in order to overcome 
inefficiencies, it is necessary to completely revise 
existing ways of working, and not just solve problems 
with a robot. Blockchain technology is expected to 
gain widespread acceptance, especially in trade 
finance and corporate payments. This is naturally 
due to its ability to eliminate duplication and errors 
in multilateral transactions. For example, seven large 
banks in Europe have already partnered with IBM 
to create a blockchain platform for cross-border 
transactions in the SME segment [17].

High-tech user platforms are designed to help 
banks cross-sell paid services more efficiently. Using 
data lakes in banks to store customer information 
will allow sales professionals to receive the necessary 
information using a digital interface right at the 
meeting with a client. These digital tools, which 
provide access to data from adjacent business 
units, can enable junior bank employees to work 
directly with customers without involving more 
experienced colleagues, and also reduce the number 
of participants in the service delivery process. All this, 
in turn, will allow banks to reduce operating costs.

Automation and artificial intelligence are 
changing many of the competitive edge factors in 

capital markets —  when dealing with customers 
and supporting transactions —  which, in turn, have 
significant indirect impacts on the operations, talent 
models and business strategies of market participants. 
The introduction of innovative technologies, 
especially cognitive automation technologies, in 
customer service departments can help improve 
efficiency and create new sources of growth. 
Operating units will be able to expand the sources 
of income and increase their stability by dividing the 
costs of settlement and clearing operations among 
all parties to the transaction.

Increasingly, banks are adopting smart automation 
solutions to improve the efficiency of client offices 
and new products. For example, Goldman Sachs 
has implemented robots for trading small batches 
of corporate bonds so traders can focus on more 
profitable transactions [18]. UBS uses artificial 
intelligence technologies to develop an innovative 

“adaptive strategy” offering that adapts strategy to 
customer requirements [19]. Sophisticated predictive 
analytics applied to transaction data enable bank 
employees to anticipate customer expectations.

These technologies, along with others such as 
blockchain, are also driving changes in the activities 
of the controlling and operating divisions of banks. 
However, much remains to be done. These functions 
may need to be outsourced so that infrastructure and 
operations are managed by a third party, as capital 

Fig. 3. banking model of the future
Source: Deloitte Center for Financial Services. URL: https://www2.

deloitte.com/kz/ru/pages/financial-services/articles/gx-bank-

ing-industry-outlook.html (accessed on 12.12.2020).
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markets are too costly for many companies due to 
reduced sources of revenue. It is possible to improve 
the management efficiency of such companies, for 
example, by attracting specialized suppliers of 
technological solutions.

Banks’ ability to stay ahead of these trends can 
be key to the success and stability of their business 
models. The shift to electronic trading in the high-
margin segment such as interest rate swaps, increased 
price transparency and new reporting requirements 
could lead to increased pressure on margins.

Of course, the driver of all this innovation 
in payment services is the explosive growth of 
e-commerce. However, live sales are still relevant, 
and an effective strategy for improving the quality 
of customer service must be built on the principle 
of omnichannel.

It is likely that well-informed companies with 
flexible business models, or companies that can 
quickly copy new solutions from other market 
participants and implement strategies that allow them 
to quickly enter the market, will be able to operate 
in this rapidly changing world of payment services.

At this time, the transition to a non-cash form 
of payments is being actively carried out, which 
accelerates economic growth and the development of 
the digital economy. Commercial banks in Azerbaijan 
during COVID-19 were forced to switch to a new 
remote form of service. Such a transformation of 
the economy through the banking system can give 
good results in the near future. Among the main 
problems in the process of providing banking 
services in the context of the digitalization of the 
economy, only possible problems with the Internet 
or electricity supply stand out, there are no other 
serious obstacles in this process [20]. The process of 
formation of state policy from the point of view of 
innovative development is observed. This can make 
it possible to form positive agenda from the point of 
view of the balance of the domestic economy since 
at present the problems associated with the balance 
of economic development are considered urgent in 
the world economy.3

3 The development of an innovative economy in Azerbaijan was 
discussed. URL: http://news.unec.edu.az/ekspert-reyi/6980-
azerbaycanda-innovasiya-tutumlu-igtisadiyyatin-inkishafi-
muzakire-olunub (accessed on 22.12.2020).

Another important problem of the banking 
sector in Azerbaijan is high bank interest rates. 
The high percentage of banks in the country on 
loans causes discontent among the population. 
Despite the fact that the topic has repeatedly 
turned into an agenda and a number of steps have 
been taken, the problem has not yet been resolved. 
At the moment, consumer loans in Azerbaijan are 
provided at an interest rate above 20, which seems 
to the citizens of the country to be completely 
unprofitable. Commercial banks are the reason 
for such high interest rates on loans. In fact, 
banks should not be interested in high interest 
rates, since high interest rates in the future may 
increase the risk of loan defaults and complicate 
the bank-client relationship. Moreover, in modern 
conditions, during COVID-19, when the normal 
activities of many areas have been suspended, 
this problem has become even more urgent. As 
a result, the commercial bank itself loses, so the 
country’s banks are advised to lower interest 
rates to single digits. Currently, the Central 
Bank of Azerbaijan is working on a draft of a new 
law on the banking system. After the adoption 
of this law, the situation with bank interest is 
expected to improve. On the other hand, in our 
opinion, it is considered mandatory to prepare 
a new conceptual state program for banking. It 
is believed that the use of simple methods and 
foreign practice will solve the problem of high 
interest rates. High interest rates mean expensive 
homes, cars, equipment. Bank loans affect all areas 
of the economy. Most companies sell products 
and other services precisely through bank loans, 
which ultimately, due to high loans, increases the 
prices of goods and services provided by these 
companies. If, for example, a farmer receives an 
expensive loan, accordingly, he will raise the price 
for his products. As a result, the entire load falls on 
the consumer. To solve this problem, competition 
in the banking system is considered mandatory, 
namely, a competitive environment should be 
formed between banks. If local banks continue 
to maintain high interest rates, there will be a 
need to attract banks with cheap investments 
from abroad. Banks should make serious changes 
in their activities and meet new challenges; the 
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system should be formed anew. It is also necessary 
to create a special structure that will control banks. 
Despite the fact that a body called the “Chamber 
for Control over Financial Markets” was created 
in Azerbaijan, it did not meet the requirements 
and was liquidated [21].

CONClUsIONs
The results of the study can be presented in the 
form of the following conclusions characterizing 
the solution to the set goal of the work:

1. By using different solutions and expanding 
digital opportunities, banks must ensure that 
robots provide them with a tangible competitive 
advantage. Customers will increasingly look to digital 
experiences to meet their needs.

2. Banks should also focus on data monetization 
in view of the possible reduction in traditional 
revenue channels. In addition, investments in data 
technology and analytics will be required that will 
use the bank’s own unique data to provide broader 
insights for and about their customers. This in turn 
will drive further innovation and better business 
decisions.

3. Beyond technology, evolving talent needs 
reflect new risks and business opportunities. 
Highly qualified specialists in the field of building 
information models and monitoring cyber 
threats are currently in high demand. Changing 
customer needs and developing industry mergers 
are driving the engagement of specialized 
professionals rather than industry experts (for 
example, trade specialists who provide service 
to clients in various businesses).

The advisability of these recommendations 
is based on the obvious priority of the banking 
sector. In addition to the fact that banks perform 
many other functions, they also boost economic 
growth, while the economic growth of any country 
improves the social sphere and the well-being of 
the population.

The modern economy requires unconventional 
solutions in the banking sector. Modernization 
and optimization of banking processes, services, 
improving the quality of service in combination 
with low distribution costs are key to the successful 
development of banks in conditions of financial 
instability.
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INTRODUCTION
The economic crisis has seriously affected 
the financial position of companies in many 
industries, that is also reflected in the financial 
state of banks. They have fewer opportunities 
to generate income and are forced to create 
additional reserves for possible (expected) loan 
losses. The work of banks regarding capital 
adequacy, provisioning and mandatory liquidity 
cushion has been more strictly regulated by 
central banks. This generally leads to decreasing 
profitability of banking operations. Digital 
players emerging on the banking field offer 
customers more convenient, cheaper and more 
personalized deals. Corporate clients expect 
banks to be more closely involved in solving 
their business problems, developing and offering 
services that will significantly facilitate the work 
of treasuries in managing cash, currency, interest 
rate and commodity risks, giving the financial 

departments of companies more time to resolve 
issues of financial support for the development 
of goods and services manufacturing and 
strengthening the competitive position in their 
industries.

COMPETITIVE ENVIRONMENT
Corporate banking is a very voluminous market, 
accounting for about 30% of the total $ 5 trillion 
in banking industry revenues [1]. Banks provide 
the following services to manufacturing and 
commercial companies:

•  provide loans and liquidity facilities;
•  transactional services: payment processing, 

cash management and trade finance;
•  products for risk management of companies: 

interest rates, swaps, hedging of operations with 
foreign currency or commodities;

•  corporate finance services, for example, 
intermediation in attracting equity capital and 
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placing debt securities traded on the market in 
mergers and acquisitions.

For many years, the corporate banking 
business model envisaged that banks use their 
balance sheets to ensure corporate clients with 
loans and liquidity (in fact, the impersonal goods 
that almost every bank has, which determines 
to a fierce competition between lenders). At the 
same time, they develop relations with such 
customers for the sale of commission based 
high-margin products created to meet other 
needs of the companies.

Within the “lend and cross-sell” model, the 
role of the bank was clear and unquestioned: 
balance sheet capacity and the ability to link 
clients to products were the key sources of banks’ 
competitive advantage and acted as barriers 
against potential new entrants into the market [2].

However, new trends in banking regulation, 
which intensified especially after the 2008–
2009 economic crisis, when several large banks 
collapsed, threatening customer confidence 
in the reliability of the banking industry as a 
whole, as well as the development of digital 
technologies have significantly complicated the 
work of banks.

Regulatory initiatives which require banks 
to increase of capital, observe certain limits in 
their balance sheet structure, to hold liquidity 
buffers as well as to follow tough regulations 
regarding customer knowledge and customer 
documentation to combat money laundering 
increase the costs for corporate banking 
businesses and decrease profitability.

Following Jeff Bezos’s, the founder of 
Amazon, business approach “Your margin is 
my opportunity”, digital challenger banks are 
gradually being introduced into operations 
traditionally performed by banking institutions 
only and are working in several directions. Online 
banks such as the newly formed N 26, Atom, 
Monzo, Starling, Tinkoff Bank, and subsidiaries 
of traditional banks (such as Markus by Goldman 
Sachs and Hello by BNP Paribas) are focusing 
on the customer experience provided by 
technological innovation (artificial intelligence, 
big data, analytics, “cloud”, etc.), and doing it 

without bank branches. Large tech companies 
including Google, Apple, Facebook, Amazon, 
Baidu, Alibaba, Tencent, and non-bank payment 
institutions such as Square, Stripe, PayPal, 
TransferWise, Gemalto and Ingenico operate 
without a banking license or are usually licensed 
with little regulation compared with a traditional 
bank. They mainly provide certain payments of 
individuals or small businesses and reduce the role 
of traditional banks to money storage entities [3].

Despite the aggressive approach of digital 
competitors, their share in providing banking 
services for corporations is still very low: 2–3% 
in the management of company accounts, 1–9% 
in the provision of borrowed funds, 6–12% in 
making payments and 2–4% in intermediation 
in financial markets.1 In big companies, their 
share tends to the lower value of the indicated 
ranges, which is largely due to the fact that such 
companies cooperate, as a rule, with the largest 
banking structures that have a serious attitude 
to modern technologies that are convenient for 
business. In addition, companies themselves 
require sophisticated products and end-to-end 
services beyond the reach of challenger banks.

Significance of the threat of digital 
competitors to traditional banks is, rather, not 
in the share of the banking services market they 
are taking away, but in the fact that providing 
maximum convenience in terms of the speed 
and round-the-clock services, as well as the 
requirements to documents and tailoring 
services to the needs of the client, they look for 
opportunities to disrupt the bank value chain 
where banks are closely linked to customers and 
investors, and aim at the most attractive (because 
risk-free) part of banks’ income —  bank fees. The 
consequences of this threat are already visible: 
bank fees and commission income are declining. 
In particular, the non-interest income of the US 
banks reached in 2004 almost 46% of operating 
income, while in 2019, it fell to just over 30% [4].

For now, corporate banks are holding the keys 
to remain the prime provider of core corporate 

1 Enable Customer Centricity in Corporate Banking. Oracle 
White Paper. Oracle. 2019. July 16. 15 р.
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banking services to the real economy. However, 
there is no reason for complacency. To remain 
relevant and viable, corporate banks “need to 
deliver excellence across the value chain —  in 
the near term to preserve returns, while in 
the medium-term to protect their incumbent 
position from new types of competitors” [2].

The other side of the competitive environment 
is rivalry for the customer between traditional 
banks. As the volume of transactions and its 
complexity and geographic diversification are 
growing companies tend to expand the range of 
banks with which they interact. For transactional 
banking, 34% of the largest global firms work 
with 11 or more banks, and 40% ones have 
more than 150 bank accounts. Even the smallest 
businesses usually partner with more than one 
bank. Only 16% of respondents reported doing 
business with a single bank [5].

However, the concept of the primary bank 
where the company’s operations are aggregated 
and their main part is conducted remains. 
In this regard, companies show reasonable 
conservatism: no one is particularly in a hurry 
to change their primary bank; companies rather 
motivate their banks to develop the operations 
they need. If the bank does not provide a service 
to the required extent and scale, only then the 
corporate client will think about changing their 
primary bank. For example, consumers in the UK 
change their primary bank only once every 15 to 
20 years on average, based on data from the UK’s 
Competition and Markets Authority [6].

bANK CAPITAl: RIsKs OF DECREAsE 
AND POssIbIlITIEs OF REPlENIsHMENT

Requirements to increase bank capital are 
determined, first of all, by the regulators’ concern 
about the sustainability of the banking system 
as a reliable custodian of its clients’ savings 
and funds to the downside risks of the solvency 
of borrowers, which is also aimed at creating a 
liquidity cushion by banks. Therefore, banks are 
forced to raise additional funds in capital. As a 
result, their state in terms of the capital base has 
become more stable by 2018. Tier 1 capital has 
globally reached 6.75% compared to 6.66% in 

2011 [7]. This significantly exceeds the Basel III 
standards for the risk-weighted Tier 1 capital 
(4.5%). However, few banks in recent years have 
generated income that exceeds the cost of their 
capital [8] (currently about 12% [7]), since the 
average net return on equity in the banking 
industry is about 9.6% [7]. The main reasons 
for this situation are an increase in provisions 
for loans granted and a decrease in fee and 
commission income.

Considering the economic profit of banks, 
which is calculated taking into account the cost 
of refinancing, operating costs and risk provisions, 
and is a comprehensive indicator of the financial 
health of banks, and also serves as a useful 
indicator for determining the impact of pressures 
of current regulatory requirements, digital and 
direct competitors on efficiency of banking, the 
situation is also not very attractive, since 2014 
this indicator has fallen from 15 basis points to 
6 in 2018 for the entire banking industry in the 
world [9].

Even before COVID-19, bank profitability 
was on the wane amid growth of bank capital 
and a much more significant increase in 
lending to the real sector. This occurred both 
as a result of a nominal increase in capital of 
banks, which allowed them to expand their 
lending opportunities to the economy, and 
cheapening of borrowed funds due to the easy 
money policy pursued by many central banks. 
According to Standard&Poors, the last decade 
shows an extraordinary rise in leverage (debt 
burden), which has raised the median debt 
ratio from 80% of EBITDA (earnings before 
interest, taxes and depreciation) in developing 
countries only, i. e. the debt was less than 
the funds available to companies in 2008, to 
two time exceeding the debt in 2019 over the 
amount of funds available to companies.2 The 
transition of the global economy into the crisis 
has increased the pressure on banks in terms 
of provisions for increased loan portfolios and 

2 URL: https://www.vedomosti.ru/salesdepartment/2020/08/24/
vliyanie-covid-19-na-kreditosposobnost?utm_campaign=newsp
aper_25_8_2020&utm_medium=email&utm_source=vedomosti 
(accessed on 10.12.2020).
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further complicated the situation with bank 
profitability.

The bank capital is base of its reliability, which 
is the main characteristic of banking institutions, 
and also determines their lending activity. 
Therefore, it is clear that not only regulators, 
but also the bank’s owners, are concerned to 
replenish it. Given that the capital available to 
banks exceeds the corresponding requirements 
of Basel III, we can state that banks have built 
significant capital buffers and, according to 
McKinsey experts, operate in the “cushion zone”. 
In coming months and years, banks might pass 
into the “caution zone”, considering that $ 100 
billion to $ 400 billion in common equity tier-1 
(CET1) capital would be wiped out due to the 
losses in the current crisis. Capital formation 
from retained earnings will drop from a level 
equivalent to 0.5 to one percentage point of CET1 
yearly to only 0.2 to 0.5 percentage point, thus 
making organic recapitalization much slower [10]. 
Unfortunately, raising funds in capital on the 
open market for banks is a big problem due to the 
low ratio of capitalization to the current net asset 
value (0.93 in the banking system as a whole in 
2019) and a downtrend in recent years. At the 
same time, traditional banks’ competitors —  
technology companies —  are rated much higher 
(10.36 in 2019 on average for Google, Apple, 
Facebook, Amazon) [11]. The growth prospects in 
the market value of such investments are bright. 
Competition for capital between traditional 
banks and technology companies, including 
fintech companies, is not entirely equal: the 
capitalization of such companies grows, even if 
they do not generate profits. The best example 
is the growth in capitalization of Tesla, which 
has exceeded the value of the three largest 
automakers producing dozens of times more cars 
and make a profit. While bank’s value falls even 
with a stable profitability. However, investors 
are investing more in businesses that are likely 
to provide greater returns in the future. The 
problem with banks is that investors don’t feel 
like banks will be able to generate future returns 
higher than the cost of capital. That is why banks 
should pay attention to this problem.

At the same time the success of 350 of the 
1250 largest world banks, which, according 
to Ernst & Young, have consistently shown 
returns above the cost of capital over the past 
five years [11], means that the banking industry 
should not perceive the current trends as a “new 
normal” of low returns. It is better to understand 
how they achieved these results and follow 
them to provide sufficient returns for capital 
replenishment given the present phase of the 
economic cycle. It will be difficult to do, since the 
growth of the banking sector remains subdued: 
growth for the banking industry continues to 
be muted —  industry revenues grew at 2% per 
year in 2014–2018, significantly below banking’s 
historical annual growth of 5% to 6% [1].

Banks should seriously consider new revenue 
streams and to low their operating costs to 
increase profitability above the cost of capital. 
This will undoubtedly help to resolve the issues 
of capital replenishment both by distributing 
part of the profit to capital and by raising funds 
in open markets.

In the current environment, the increase in 
profitability is primarily associated with the 
maximum satisfaction of corporate clients 
with the quality of banking services and 
its versatility in such areas as acceleration 
and simplification of internal banking 
processes, the use of extensive analytics to 
provide services in the management of funds 
and risks associated with the activities of 
companies, as well as assisting corporate 
clients in supply chain and sales financing. 
Such client centricity instead of product 
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orientation requires significant investments in 
technology, changes in business models, and 
a new approach for bank staff to understand 
work priorities. The main objective of bank 
employees should not be the amount of 
income received (by any means) from the sale 
of their products. It is necessary to strive to 
get customer satisfaction from the bank’s 
assistance in solving the company’s credit and 
financial issues. Satisfied customers will then 
acquire more banking services, and the bank 
will earn from sale of its.

This change in the approach to working 
with corporate clients is a serious challenge for 
banks, but at the same time it is an opportunity 
to show how the bank is differentiated from its 
competitors.

In corporate banking, besides a product 
several  additional factors play a part, 
among them pricing, streamlined processes, 
operat ional  exce l lence , re lat ionship 
management, and international presence. 
With intense competition increasingly 
levelling the corporate banking playing field at 
a product level and in order to avoid only price 
competition for commercialized products, 
banks must differentiate themselves with 
expertise and excellence [5].

Investments in this development in 
order to win the competition require a 
strengthening of the bank capital, which is 
not easy. It is especially difficult for small 
banks that do not have the opportunity to 
make such investments or to stand out in 
any other way against large competitors. As 
a result, small banks cease their activities or 
merge with larger ones, and the number of 
banks worldwide is decreasing: the number of 
commercial banks, along with a well-known 
trend in the Russian Federation, for example, 
in the United States, decreased by 33.3% from 
2009 to 2019 (up to 4653), and in the EU —  by 
34.5% (up to 11,948) [9]. For the remaining 
small banks, the volume of business is 
decreasing: in the Russian Federation, from 
2013 to 2020, the share of regional credit 
organizations in lending to non financial 

entities fell almost threefold —  from 7.3% to 
2.7% of total corporate debt to banks.3

WHAT THE bANK’s CORPORATE  
ClIENT WANTs

As a rule, the current work with banks is 
carried out by the head of the treasury (in a 
large company) or the CFO. This work is 
divided into two parts: (1) managing day-to-
day operations and (2) addressing long-term 
strategy and business risk management issues, 
which financially relate to reducing the need 
for working capital, including solutions along 
the entire external value chain (primarily, with 
suppliers and buyers), reducing the cost of 
raising funds to finance its deficit, as well as 
managing the risks associated with the growing 
uncertainty in the commodity and foreign 
exchange markets.

In the first group, these financial leaders strive 
for fully digital and hassle-free management 
of recurring operations. In the second group, 
where the problems are difficult to solve without 
qualified business partners, companies would 
like to receive advice and cooperate with them 
on a wide range of financial issues.

It is clear that the current operations can 
be carried out by many banks corresponding 
to the level that satisfies the client. In terms of 
consulting, there are serious differences in the 
ability of different banks to offer convenient and 
timely advice and services to their corporate 
clients. These abilities are most appreciated 
by companies. In the global survey by Ernst & 
Young, 67% of CFOs indicated that the advisory 
services provided by many of their core banks 
are the top benefit of their relationships, and 
50% of respondents noted the importance of new 
ideas and in-depth knowledge of the bank in the 
industry.4

Corporate clients are not just looking for 
expertise on a specific financial issue, they are 
interested in the following:

3 URL: https://www.raexpert.ru/researches/banks/fed_banks_2020 
(accessed on 10.12.2020).
4 Successful corporate banking: Focus on fundamentals. Ernst 
& Young; 2013. 30 р.
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•  innovative ideas that are specific to their 
industry and enables them to tackle their unique 
business situations by looking at the problem 
from a different angle;

•  integrated end to end solutions that connect 
all the silo lines of financial activity of corporates 
which includes operations with bank, suppliers, 
buyers, partners and others to enable companies 
to work out a holistic solution;

•  customized and innovative products and 
services that cater to their specific business need.

It is clear to companies that banks are 
also commercial organizations seeking to 
make money. However, it is unacceptable 
for companies when banks try to convince a 
corporate client to buy products or services that 
they do not need. Companies are ready to give 
the bank more business if it makes a competitive 
price offer for the required service or if the 
bank provides the company with interesting 
information or advice. Companies, of course, 
want to receive these services “at the best price, 
but they do not want to bring price discussions 
to a situation that will not be beneficial to 
either the bank or the company”.5 As usual, this 
should be a compromise between the rate and 
the mass of profit: a little less income of a bank 
for a specific operation, but a larger volume of 
transactions with a client that allows the bank to 
earn more profit on a client, while the company 
allocates more its banking operations in favor of 
the bank that most comprehensively solves its 
problems, making it possible to generate more 
profit in its core business.

For companies in the non-financial sector 
of the economy, financial management is an 
important task. However, its main objective 
is to produce a highly competitive product or 
service and to gain its place in the competition 
in the relevant market. From this perspective, 
financial management costs are more a non-
core expenses that is considered worthwhile to 
reduce (according to HSBC, in 2018, 60% of CFOs 
in larger businesses say treasury has received 

5 Successful corporate banking: Focus on fundamentals. Ernst 
& Young; 2013. 30 р.

either no additional resources or they have 
been cut in the past two years 6), and at the same 
time to increase the profitability of financial 
management. In addition, the financial part of 
the company’s activities must ensure realization 
of the company’s production plans. Banks should 
focus their efforts in this direction to help non-
financial companies solve these problems and, as 
a result, make money on this cooperation.

Large companies with exceeding liquidity 
are characterized by the creation of their own 
internal quasi-banking pools, where temporarily 
surplus funds of some divisions are not placed on 
bank accounts and deposits, but are channeled 
within such companies as internal loans to 
subsidiary divisions in need of funds. The logic of 
corporate treasurers is as follows: the difference 
between income on a deposit at a bank and 
expenses with a simultaneous loan from the 
bank, considering additional bank commissions, 
is greater than the cost of a direct internal loan, 
i. e. the total corporate costs for transactions 
within the corporate pool are lower; there are 
no obligations to provide collateral, the terms of 
the loan can be adjusted as much as necessary, 
the procedure for internal lending is carried out 
much faster than banks usually do.

Therefore, the objective of corporative 
banking is to make its services better, cheaper 
and faster than the corporate treasury does so 
that the company as a whole gets more benefits 
from cooperation with the bank and can not 

6 Rethinking Treasury. Executive summary. HSBC; 2018. 4 p. 
URL: hsbc-cfo-treasury-survey-executive-summary.pdf (ac-
cessed on 10.12.2020).
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only reduce its treasury costs, but also increase 
the effectiveness of managing its finances 
compared to the work of its treasury. If a bank 
does not transform its corporate operations in 
this way now it risks losing its business to other 
traditional banks or companies will transfer 
their banking operations to its in-house banks 
to proceed with corporate finance or will try to 
leverage fintech partnership to get differentiated 
digital offerings.7

Smaller companies may not have a task 
to effectively allocate their funds within the 
company’s subsidiaries. However, there is 
definitely a need to reduce the cost of financial 
management and increase the efficiency of 
financial support for production development.

In the context of growing uncertainty in 
almost all markets, when choosing their primary 
bank, financial managers of companies pay 
special attention to the factors of stability and 
reliability of such a counterparty. While price 
issues remain very important, the value of 
the range of services, the level of service and 
knowledge of the client’s business is growing. 
Every CFO in a 2018 Boston Consulting Group 
survey stated that without trust in the bank, 
these people in charge of corporate finance 
simply cannot place huge amounts of company 
money in the bank, for the safety and growth 
of which they are personally responsible [12]. 
Since trust is difficult and long to earn, these 
leaders are often considered very conservative 
in the choice of banking partners, which, in turn, 
determines the rare change of banking partners 
by companies. This approach is highly justified: 
no one will risk the company’s money for slightly 
more favorable price conditions if the risks of 
losing this money increase.

CFOs want their bank to “help them prioritize, 
share best practices, and help them be more 
efficient” [12]. At the same time, the context of 
the interaction desired by companies is radically 
changing. Instead of contacting only a client 
manager or a senior banker, companies want 

7 Enable Customer Centricity in Corporate Banking. Oracle 
White Paper. Oracle. 2019. July 16. 15 р.

to organize cooperation within the integrated 
groups of the bank and the company in the 
relevant areas of work: the bank’s IT specialists 
should work directly with the company’s IT 
specialists, treasury operators —  with employees 
of the bank’s operational departments, 
specialists in risk management of the company —  
with the relevant bank employees [13].

Among the specific areas where CFOs expect 
constructive help from their banks, the most 
important are the following:

•  accounts receivable management, hedging 
and factoring;

•  reduction of risks associated with suppliers 
of raw materials, materials and services;

•  financing the value chain of both suppliers 
and buyers;

•  management of currency, interest rate and 
commodity risks and liquidity.

According to the PwC research, the priority of 
choosing a partner bank by companies in 2019 
(in order of importance) is:

•  funding of the company’s activities;
•  product and service capabilities of the bank;
•  the cost of banking services;
•  a successful history of relationships;
•  overall economic efficiency for the company 

[14].
Thus, corporate clients are looking for a 

reliable and experienced partner able to provide 
convenient banking services, as well as a 
responsible business consultant to advise them 
on strategic business development and financial 
management and related risks.

IMPROVING bANKs’ OPERATING 
EFFICIENCY TO sATIsFY THE NEEDs  

OF CORPORATE ClIENTs
Fundamentally important for corporate 
clients the reliability and safety of banks that 
form trust can be realized today only through 
highly efficient technologies and processes 
integrated with companies. These, in turn, can 
be implemented with a clear understanding 
by the bank management of the development 
perspectives. In this context, the study of 
options for further development, i. e. uncertainty 
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assessment requires special attention, because 
the volume and direction of investment in 
such development depend on the approved 
scenario of future development. A problem 
is traditionally strategy is developed with 
analytical tools that are supposed to be able to 
predict strategic development with sufficient 
accuracy. But in conditions of increasing 
uncertainty, in which it is difficult to reliably 
express the future in numbers, “this approach is 
at best marginally helpful and at worst downright 
dangerous: underestimating uncertainty can 
lead to strategies that neither defend a company 
against the threats nor take advantage of the 
opportunities that higher levels of uncertainty 
provide. Another danger lies at the other 
extreme: if managers can’t find a strategy that 
works under traditional analysis, they may 
abandon the analytical rigor of their planning 
process altogether and base their decisions on 
gut instinct” [15].

For example, the idea of many states to get 
rid of cars with internal combustion engines in 
the medium term seems quite attractive. Deeper 
analysis, however, reveals that the electric car is 
only clean in the place where it is, and the overall 
efficiency of generating energy for it is not very 
high. Well-known Russian entrepreneur in the 
field of new technologies Mikhail Lifshits notes 
that when generating electricity at a thermal 
power plant through electric networks, the car 
will get at best 25% of the initially used fuel. The 
direct use of fuel in internal combustion engines 
in combination with generators that recuperate 
energy during braking is more efficient from 
the point of view of using the produced fuel [16]. 
Thus, decisions based on populist/superficial 
analysis may not lead to saving fuel resources 
and protecting the environment, as declared, 
but to even more fuel consumption and 
environmental pollution.

Misconceptions about future development 
are extremely dangerous in banks as well, 
because wrong decisions cannot help them to 
win in the competition. As soon as companies 
are looking for complex end-to-end solutions 
that require closer corporate connectivity 

to banks, real-time status updates and 
full transparency of all banking functions, 
multi-channel banking and superior digital 
interactions together with advanced portfolio 
management and personalized products 
and services tailored to unique industry and 
business —  customer needs, based, among other 
things, on deep industry and historical analytics, 
it seems that banks have no alternative to 
significant investments in digitalization of 
internal processes.8 Globally, the costs of 
universal banks on innovation are very high 
and account for 6–12% of their revenues or 15–
20% of all bank expenses. While technologies 
support all core business functions, most 
banks have limited flexibility working across 
fragmented legacy infrastructure that has 
developed over the years [17].

These investments should serve three 
purposes:

•  improving the quality of customer service 
by moving from product orientation in sales to 
comprehensive customer satisfaction;

•  increasing income based on the results of 
processing more relevant, deeper analytical data;

•  reducing cost by simplifying, automating 
and increasing the reliability of internal bank 
operations and reporting.

When analyzing the current operating costs 
on an operation or a business line compared 
with the effect of the proposed investment, 
it is advisable to “have a clear idea of what 
contributes to the increase in value and what 
does not … The fact that the activity is less costly 
does not mean that it creates more value” [11]. 
That is, we need to weigh the effectiveness of 
cheap versus expensive transactions, considering 
that the latter may well bring in more cost-
weighted income.

The innovations introduced by banks are 
not intended to replace bank specialists, but 
are aimed at comprehensive support of their 
activities to reduce their involvement in routine 
operations and provide as much information as 

8 Enable Customer Centricity in Corporate Banking. Oracle 
White Paper. Oracle. 2019. July 16. 15 р.
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possible for analysis and constructive dialogue 
with corporate clients.

For example, the complex system of 
intelligent operations offered by the Boston 
Consulting Group cover automation of repetitive 
mass operations regulated by certain rules based 
on robotic process automation. Improving the 
collection and processing of information using 
Big Data and Machine Learning technologies, 
Artificial Intelligence makes it possible to better 
sense trends, predict future development, help 
to prevent the implementation of negative 
scenarios and make better decisions.

Considering that 55% of the employees 
of universal banks involved in key functions 
are engaged in repetitive processes [18], the 
implementation of such a system makes it 
possible to qualitatively change the work of 
bank staff towards more creative analytical 
work, so that they can focus on activities that 
increase added value based on deep processing 
a vast array of data, simplification and increase 
reliability and reducing the erroneousness 
of routine operations, reducing the time of 
operations and requirements for customers for 
the information demanded, development and 
proactive offering companies the service they 
need, taking into account a comprehensive 
analysis of their activities [19].

The main result of such transformations is 
the staff orientation towards creating additional 
value for the bank, converting the satisfaction 
of corporate clients into a larger volume of bank 
services they buy, including transferring to the 
bank solutions to those tasks that are usually 
realized by corporate clients themselves. This 
is due to the bank, having reorganized itself 
and freed itself from outdated and expensive 
approaches to conducting its activities, is 
becoming better prepared to perform its 
traditional tasks and, that is no less important, 
to implement innovative services required by its 
clients.

The difference in returns on shares between 
banks that change themselves in this way and 
banks that do not seek to do so is wide and is 
worth 17 basic points of RoE (before taxes) [2].

It is necessary to pay attention to the 
components of this gap in profitability in the 
context of the bank value chain, which is formed 
from relations with clients, the development 
of appropriate products and services and 
solutions for their structuring for the client, the 
implementation of operations and transactions, 
lending, the provision of investment banking 
services.

Strategically, the banks’ operating efficiency 
largely depends on the client segment by 
industry, the volume of operations, the level 
of acceptable profitability of its operations, 
compliance with the principles of sustainable 
development, etc., since these parameters 
determine the acceptability of the risk for the 
bank and the volume of provisions.

Correct pricing does not mean the lowest 
prices for banking products and services, but 
the ability to provide the right product when 
the client needs it, along with other services 
the customer requires with a focus on providing 
as many services as possible that the client 
really needs. As a result, the bank receives from 
the client the required share of operations, 
and the price is calculated based on the entire 
business of the bank with the client. It often 
turns out to be very high for one operations 
and low or market average for another ones, but 
the client agrees to this because of the bank’s 
comprehensive approach to its service. The 
client manager, who is fully immersed in the 
client’s business, has a great influence on the 
transaction price.

Full automation of standard processes and 
the bank’s ability to provide a client with a 
personalized offer, considering its specifics by 
industry, size, current state of operations, etc. 
determines the bank’s capabilities in terms of 
the range and quality of services provided to a 
corporate client, which, in turn, facilitate cross-
selling. The effective use of capital and liabilities, 
the search for their stable sources in terms of cost 
and matirity to increase the efficiency of active 
operations is the foundation of the bank’s active 
operations to provide borrowed resources to 
corporate clients.
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Experts of consulting firm Celent in a 
specialized study of corporate banking trends 
conducted in cooperation with the technology 
company Finastra note that the correlation 
of cross-selling with lending is significantly 
higher compared to transactional transactions. 
They state that 75% of borrowers purchase 
other bank corporate services, which gives 
76% of all commissions from transactions with 
corporate clients, because there is a potential 
for new commissions and interest income from 
payments, money management and hedging 
for each trade transaction or financed invoice 
[6]. This also happens when the bank is able to 
respond to the specific requests of the company 
regarding lending collateralized with the client’s 
assets, reducing the risk of non-payment by 
the buyer, currency, interest, commodity risks, 
and reducing the need for working capital. This 
integrated approach gives an increase of 60% in 
the volume of business with a client and 40% in 
profit on assets allocated to this client [13].

This approach means personalizing customer 
interactions based on a deep understanding of 
each customer’s unique needs and orchestrating 
a set of tailored experiences across digital 
and human channels. A similar approach 
might be taken by a skillful sommelier who 
changes a wine recommendation on the basis 
of a customer’s tastes, mood, and resources. 
Personalization potentially creates a win-win 
scenario for banks and the customers they 
serve. The Boston Consulting Group estimates 
that for every $ 100 billion in assets that a bank 
has, it can achieve as much as $ 300 million in 
revenue growth by personalizing its customer 
interactions, that also drive to a material 
competitive advantage for first movers that 
embrace it over the next five years [20].

Analysis of the structure of economic profit, 
which brings the bank’s work with corporate 
clients, shows that approximately 1% of the 
total number of serviced companies makes the 
greatest contribution to its decrease. To get rid of 
them before repayment of the debt is very costly. 
Instead, some banks have recognized that the 
more efficient way is to find the right model for 

the mutually sustainable relationship. This is due 
to understanding the client’s potential, honest 
dialogue and drawing up a clear action plan 
when refinancing or checking the company’s 
activities. Often, the realization that the bank 
is tracking profitability stimulates the situation 
to improve, because the client realizes that he 
will not be able to stay out of control for long 
with cheap/extra loans and empty promises. 
The next priority of the bank will be to transfer 
a client with a negative margin to a group with 
a moderate return on risk-weighted assets, for 
example, in the range of 2–4% [21].

In terms of the structure of products offered 
to companies, it should be noted, transaction 
services are responsible for more than 40% of 
global banking revenues and its key growth 
drivers are reassuringly stable. Payments 
and documentary trade-related business 
have been the primary growth engines for 
most banks in 2016–2019. McKinsey’s latest 
global banking survey shows that 71% of 
respondents cite payments as the number one 
growth driver in money management and 67% 
cite documentary business in trade finance. 
In second place in money management 
is accounts and deposits while in trade 
finance it is factoring (and reverse factoring). 
Transactional foreign exchange operations 

Banks will be able to act no worse, 
and most likely better than large 
technology and specialized fintech 
companies in terms of approaches 
to customer service, which is likely 
to become one of the main areas 
of competition, where, in addition 
to the product competition, the ways 
and time of product delivery 
to the client, the readiness and ability 
of the bank to solve urgent problems 
of the client are important
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is also cited as an important driver of growth, 
with 57% of respondents saying it was a key 
revenue generator over the past three years. 
Looking forward, however, there are signs that 
perspectives on growth drivers are starting 
to shift. A majority of bankers say liquidity 
management, documentary business, and 
supply-chain finance are the most promising 
product lines, with growth likely to reach 5% 
or 6% annually. About every fifth of those 
surveyed believe liquidity management and 
deposits could see growth of more than 10%, 
while about the same number see the same in 
supply-chain finance [22].

Banks’ ability to invest in innovation that 
can reduce costs and increase revenues often 
depends on the scale of the business. Over 
the longer term, the growing role of scale 
in the business is a challenge for smaller 
and mid-sized players. Smaller players have 
historically been able to retain a stronger 
footing with corporate clients than with 
institutional clients, through tailored local 
capabilities and strong relationships. This is 
now changing. For example, the payments 
business is at the forefront as the efforts of 
several reputable global transaction banks to 
change infrastructure are helping to achieve 
much larger scale benefits.. The world’s 
largest players in the payments market in 
2019 received 1.9x more revenue for every 
dollar of operating expenses compared to the 
average players. This discrepancy is only likely 
to become more pronounced over time, as the 
large players invest further, aiming to drive 
down costs and improve service quality, and to 
develop new propositions to fend off incursions 
from FinTech, BigTech and greenfield 
challengers. According to Morgan Stanley and 
OliverWyman, in 2019 large players spent 5–10 
times as much on technology innovation as 
mid-sized providers [23].

CONClUsIONs
It’s becoming apparent that banks require a 
serious transformation of internal processes. 
Otherwise they will not be able to improve 

their efficiency, reduce costs, meet regulatory 
requirements, neutralize the aggression of digital 
challengers, or increase revenues by offering 
corporate clients new services based on in-depth 
knowledge of the company and the industry and 
aimed at comprehensive assistance in the field 
of credit and financial services to develop the 
client’s business.

As a result, banks will be able to increase 
the return on equity invested by shareholders, 
reach and exceed the cost of capital, and further 
strengthen their balance sheets.

At the same time, banks will be able to act 
no worse, and most likely better than large 
technology and specialized fintech companies in 
terms of approaches to customer service, which 
is likely to become one of the main areas of 
competition, where, in addition to the product 
competition, the ways and time of product 
delivery to the client, the readiness and ability of 
the bank to solve urgent problems of the client 
are important, but not selling by any means its 
products to the customer.

The change in the paradigm of the bank’s 
relations with corporate clients shifts, in the 
author’s opinion, the focus of both theoretical 
and applied analysis of the bank’s activities 
from the effectiveness of traditional banking 
products offered to such clients to the 
effectiveness of cooperation on a wider range 
of services, including those that go beyond 
the usual service. It is widely believed that 
this issue is resolved by the bank’s ecosystem, 
by which, however, it seems that one should 
understand not the sale through it of products 
not related to banking activities (this gives 
additional commission income, but does 
not tie the client to the bank, since there 
can always be a more competitive offer), but 
offering such services that free corporate 
clients from non-core activities to solve their 
key business tasks, reducing the costs of work 
related to managing their own finances and 
expanding opportunities for earning additional 
income through the intellectual information 
on the client’s business provided by the bank. 
Previously, banks did not see cooperation from 
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this perspective with such clients. Now it makes 
sense to do it.

With this approach, banks become almost 
inseparable of a corporate client. This creates a 

solid foundation for mutually beneficial long-
term relationships, which, in turn, significantly 
changes approaches to banks’ activity 
estimations.
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The stable development of the banking sector is closely related to interbank competition. The subject of the 
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INTRODUCTION
The relevance of this paper is due to the 
importance of studying the trends of the 
interbank competition development in Russia 
at the present stage. The severity of the 
interbank competition concerns not only the 
largest participants in the banking market but 
also medium-sized and small banks since the 
stable functioning of banks determines the 
efficiency of the country’s banking system and 
the national economy as a whole.

The  study  of  th is  topic  i s  of  great 
importance both in the theoretical aspect 
and in the practical one. It is important to 
distinguish between interbank and banking 
competition since the pool of competitors 
is expanding at the expense of non-bank 
financial institutions. Banks that have the 
same products and operate in the same 
market are competitors. At the same time, 
the primary goal of banks is to attract 
more customers, increase sales of banking 
products and, accordingly, increase profits. 
Consequently, interbank competition is 
a dynamic process in which banks ensure 
their stable position in the banking market 
[1]. Many economists, both foreign and 
domestic , are  studying the interbank 
competition. The classics of economic 
theory also paid much attention to this 
topic. J. Robinson studied “the mechanism 
of  pr ice  formation, consider ing  each 
manufacturer a monopolist” [2]. F. Hayek 
emphasized a special role of competition 

“as a way to identify new products, the 
implementation of which allows you to get 
high profits, use new markets and ensure 
the dynamic development of the economy 
as a whole” [3]. E. Chamberlin has formed 
a model of the market structure, in which 
numerous participants are independent 
of each other and have no restrictions on 
entering any market sector, while buyers 
of a number of monopoly products and 
services purchase them for an increased 
price [4]. F. Edgeworth investigated the state 
of perfect competition, in which the number 

of suppliers of products, services, and their 
consumers is infinite, and the equilibrium of 
exchange is certain [5].

Domestic economists O. P. Ovchinnikova, 
E. A. Dynnikov define competition as a 
factor of the banking market stability [6]. 
L. V. Demchenko believes that competition 
increases the risks of banks [7]. V. G. Sadkov 
and A. K. Podmaster’eva adjusted the 
Herfindahl-Hirschman index by the price 
change index, which made it possible to 
obtain reliable information about the 
competition in the banking market [8]. 
Yu. O. Skorlupina developed methods to 
adequately assess competition, considering 
the factors that determine the situation in the 
banking market [9]. V. M. Kutyin, on the basis 
of absolute and relative indicators, assigned 
banks eleven clusters of competitive positions 
[10]. L. M. Sadykova explores the unification 
of the competitive conditions of a business 
competition between financial intermediaries 
aimed at achieving goals and increasing 
profits [11].

It should be noted that the legislation 
of the Russian Federation does not give an 
unambiguous interpretation of “interbank 
competition”, and the studies of economists 
do not have a unified approach to this 
issue. This is due to the fact that interbank 
competition is a relatively new phenomenon 
in the economy of our country because, 
during the Soviet period, industrial banks 
(Gosbank, Zhilstroibank, Promstroibank, 
Vn e s h e c o n o m b a n k ,  A g r o p r o m b a n k , 
Vneshtorgbank, Sberbank) functioned in 
the banking market, which occupied certain 
market niches and did not compete between 
themselves.

The Bank of Russia as a mega-regulator 
interprets competition as the rivalry between 
financial intermediaries for the consumer of 
their products and services.

A. M. Tavasiev believes that “interbank 
competition is a dynamic struggle between 
credit institutions in the market for deposits, 
loans, and other banking products, as well as 
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in alternative financial markets”.1 The same 
point of view is shared by A. A. Khandruev, 
A. A. Chumachenko [12]. Moreover, interbank 
competition contributes to the efficiency of 
the implementation of banking products and 
services and their improvement [13].

We understand interbank competition as 
the functioning of banks in a competitive 
environment for attractive sources of 
accumulating resources and their placement, 
considering the principle of customer focus 
and with the aim of ensuring their stability 
in the banking market. The development 
of the product line of banks ensures the 
improvement of interbank competition. Based 
on the author’s concept, we will analyze the 
state of interbank competition in the Russian 
banking market.

Currently, a stable trend in the development 
of the Russian banking market is the reduction 
in the number of banks. For the period 2015–
2020 their number decreased by 381 units 
(Fig. 1).

This situation is primarily due to the 
macroeconomic goal of the Bank of Russia, 
aimed at “improving the banking market by 
revoking licenses from financially unstable 
financial intermediaries implementing risky 

1 Tavasiev A. M. Competition in the Russian banking sector: a 
study guide for universities. A. M. Tavasiev, N. M. Rebel’skii. Ed. 
A. M. Tavasieva. M.: UNITY-DANA; 2001. 304 p.

credit policies and suspicious transactions” 
[14]. During 2020, the number of banks 
decreased by another 22 (from 442 to 420), 
of which 13 banks had their licenses revoked, 
and 9 were reorganized. The Bank of Russia 
forecasts the revocation of licenses until 
2021 in an amount comparable to 2019 
(approximately 30–35 reviews per year).2 
At the same time, the increase in the share 
of bank reorganizations in recent years 
(mergers, acquisitions, license waivers) is 
not negative dynamics due to the fact that 
the mega-regulator is pursuing a strategy 
of market contraction. The financial market 
is characterized by an oligopoly with a 
competitive environment with a relatively 
high level of state participation in the capital 
of financial intermediaries.3

By determining the state of interbank 
competition, it is possible to record the 
increasing dynamics of a high level of asset 
concentration. So, as of January 1, 2020, the 
Top 5 largest banks own about 60% of the total 
assets of the banking sector, 20 banks —  more 
than 80%, and 200 banks —  99.2% (Table. 1).

2 Experts expect an acceleration in the revocation of li-
censes from banks by the end of the year. URL: https://ria.
ru/20200824/1576216444.html (accessed on 04.09.2020).
3 Bank of Russia approaches to developing competition in 
the financial market. URL: https://www.pc.gov.au/inquiries/
completed/financial-system/report/financial-system.pdf (ac-
cessed on 04.09.2020).
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Fig. 1. Number of banks in Russia, units
Source: compiled by the authors based on data from the Central Bank. URL: https://cbr.ru/statistics/bbs/statisticheskiy-byulleten-

banka-rossii/ (accessed on 04.09.2020).
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A significant proportion of these assets 
belong to the state-owned banks. The trend 
over the past six years has demonstrated an 
increase in total assets from 43.9 to 59% and 
an increase in total capital — from 48.9 to 
64.2%.

T h e  i m p a c t  o f  t h e  p a n d e m i c  h a s 
undoubtedly slowed banking activity. However, 
from the second half of 2020, the activity of 
the economic participants has been observed, 
which allowed the majority of banks to enter 
the growth trajectory. An increase in assets 
is observed in 59% of the banking market 
participants, including 37 banks from the 
Top 50 and all representatives of the Top 10.4 
Moreover, the three largest banks with state 
participation (Sberbank, VTB, Gazprombank) 
own more than 50% of the total assets of the 
banking market (Table. 2).

The quality of banks’ loan portfolios 
is important for interbank competition. 
Considering the current economic situation 
during the pandemic, the Bank of Russia 
assumes that in the mid-term, the banking 
sector will see an increase in overdue loans 

4 URL: https://finance.rambler.ru/realty/44766683/?utm_content= 
finance_media&utm_medium=read_more&utm_source=copylink 
(accessed on 04.09.2020).

and bad credit debt service. However, the 
situation can be mitigated by restructuring 
loans to affected borrowers under the terms 
of banks’ own programs or by granting loan 
holidays adopted by law. For most of these 
loans, the Bank of Russia allowed banks to 
temporarily not build up additional reserves, 
planning that borrowers will soon return to 
normal servicing of credit debt.5

It should be noted that the share of the 
leader, Sberbank, is twice the share of its 
closest competitor, VTB Bank; 7.7 times higher 
than the share of Alfa-Bank, which occupies 
the 5th place in the ranking; 23 times higher 
than the share of Raiffeisenbank, which closes 
the Top 10 largest banks in terms of assets. We 
believe that the excessive concentration of 
assets of the largest systemically important 
state-owned banks negatively affects the 
interbank competition. At the same time, 
there is a loss of investment interest in the 
banking business in Russia. Obviously, it 
is difficult to fix the situation by strictly 
regulating the dominant banks and selling 
rehabilitated banks to private investors. Large 

5 URL: https://cbr.ru/press/pr/?file=10082020_163109pr_0.htm 
(accessed on 04.09.2020).

Table 1
Assets in the banking sector, %

Distribution of credit institutions, 
ranked by assets (descending) 01.01.2015 01.01.2016 01.01.2017 01.01.2018 01.01.2019 01.01.2020

First 5 53.8 54.1 55.2 55.8 60.4 60.3

6 to 20 20.9 21.6 22.8 23.5 21.2 22.6

21 to 200 22 21.5 19.9 19.2 17.4 16.3

From 201 3.3 2.8 2 1.5 1 0.8

Total 100 100 100 100 100 100

Source: compiled by the authors based on data from the Central Bank. URL: https://cbr.ru/banking_sector/statistics/ (accessed on 

04.09.2020).
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banks with state participation in the capital 
are currently important trendsetters 6 and 
main active players in the market.

In the deposit market, more than 40% of 
individual deposits are also concentrated in 
Sberbank; the share of VTB Bank (14.1%) is 
3 times less than the share of the leader; the 
shares of other banks from the Top 10 are less 
than 4%. This situation has a negative impact 
on the intensity of interbank competition in 
this segment of the banking market.

As of January 1, 2020, the deposit accounts 
of the Top 5 banks accounted for 66.5% of 
the total amount of funds attracted from 
legal entities and individuals (compared to 
65.5% in 2019), the Top 50 banks attracted 
92.1% customer funds (2019–91.2%), and the 
Top 100 banks have accumulated —  95.8% 
(2019–95.6%).7 A slight decrease of deposits 
in mid-2020 is associated with the priority of 
depositors to purchase everyday goods during 

6 Banks.ru Financial supermarket. Banking Sector Review 
2019. URL: https://static2.banki.ru/ugc/ba/58/70/d0/bank-ob-
zor-2019-dl_-publikacii.pdf (accessed on 04.09.2020).
7 See previous.

the pandemic, as well as the fact that they 
made purchases “to have in store”, fearing an 
increase in prices.

It should be noted that large banks offer 
their depositors deposits at a lower interest 
rate, in contrast to small regional banks. In 
this case, depositors are guided by the status 
of the bank’s reliability, guarantee, and 
reputation, rather than the possibility of 
earning more income. This fact reduces the 
level of interbank competition.

One of the sectors of the financial market 
where interbank competition is actively 
manifested is the payment market. The 
reason for this is the steady trend of a drop 
in the share of the cash in circulation and the 
rapid growth in the issue of payment cards 
and the volume of transactions with their 
use. According to the statistics of the Bank of 
Russia, each citizen of the country has up to 
three bank cards, one of which is “Mir”. The 
share of payments by bank cards has already 
reached 60%; at the same time, the ratio of the 
volume of payments by cards to the amount of 
cash withdrawn is more than 80% (compared 

Table 2
Top 10 Russian banks in terms of assets, household deposits, loan portfolio and their share as of 

01.01.2020

Ranking 
place Top 10 banks by assets Top 10 banks in terms  

of household deposits
Top 10 banks in terms of loan 

portfolio

1 Sberbank (29.9%) Sberbank (43.6%) Sberbank (35.1%)

2 VTB (15.2%) VTB (14.1%) VTB (17.8%)

3 Gazprombank (7.1%) Alfa-Bank (3.9%) Gazprombank (8%)

4 National Clearing Centre (4.2%) RusAg (3.8%) RusAg (4.2%)

5 Alfa-Bank (3.9%) Gazprombank (3.8%) Alfa-Bank (4.1%)

6 RusAg (3.7%) Otkritie Bank (2.9%) MKB (3.4%)

7 Otkritie Bank (2.8%) MKB (1.6%) Otkritie Bank (2.4%)

8 MKB (2.6%) Raiffeisenbank (1.5%) National Clearing Centre (2%)

9 NB Trust Bank (1.4%) Sovkombank (1.4%) NB Trust Bank (1.6%)

10 Raiffeisenbank (1.3%) Post Bank (1.3%) Raiffeisenbank (1.4%)

Source: compiled by the authors based on data from Banki.ru. URL: https://www.banki.ru/banks/ratings/?source=submenu_banksratings 

(accessed on 04.09.2020).
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to 2015 — 38% and in 2010 — 12%).8 At the 
same time, domestic banks are innovation 
leaders in the field of cashless payments (Mir 
Pay, Apple Pay, Samsung Pay). Considering 
the peculiarities of the payment system, 
interbank competition is observed between 
issuing banks for a customer — cardholder and 
acquiring banks for merchant services (Fig. 2).

Fig. 2 presents Sberbank’s noticeable 
leadership in the market of  non-cash 
payments and transfers. First of all, this is 
provided by the issue of debit cards for “salary 
projects”. The merchant acquiring niche is 
occupied by about 140 banks, but Sberbank 
still holds the lion’s share in terms of the 
number of electronic terminals and in terms of 
the volume of payments made. Thus, there is a 
classic monopoly of Sberbank in this segment 
of the market, where other banks have no 
opportunity to compete.

So, Sberbank is the leader in the payment, 
deposit, credit, and other sectors of the 
financial market. The share of its loan 
portfolio reached 35.1%. VTB’s loan portfolio 
is half the size (17.8%) and Gazprombank (8%) 

8 URL: https://cbr.ru/Content/Document/File/90556/Consul-
tation_Paper_191125.pdf/ (accessed on 04.09.2020).

is significantly inferior to it.9 The intensity of 
interbank competition in the credit market is 
stronger than in the deposit market. However, 
Sberbank is the undisputed monopolist of the 
market.

Thus, the backbone of the Russian banking 
market is state-controlled banks [15]. Anti-
crisis measures implemented in 2008–2009 
helped to strengthen the monopoly of state 
banks. Undoubtedly, large banks provided 
significant support to the population, 
entrepreneurs, small and medium-sized 
businesses during self-isolation in 2020. It is 
easier for large state banks to cope with crises 
in the financial market. The advantages of 
the state-owned banks in the market are the 
stability of the country’s banking system, the 
provision of benefits to bank customers, low 
interest rates on loan products, profitable 
savings programs. However, a significant 
drawback of the prevalence of banks with state 
participation in the country is the decrease 
in interbank competition. It is important to 
consider that if the mega-regulator decides 
to reduce the share of the state in the capital 

9 URL: https://www.banki.ru/banks/ratings/?source=submenu_
banksratings (accessed on 04.09.2020).

 

Fig. 2. share of banks in the volume of card transfers, %
Source: compiled by the authors based on data from the Central Bank. URL: https://cbr.ru/Content/Document/File/90556/Consultation_

Paper_191125.pdf/ (accessed on 04.09.2020).
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of banks in order to develop the interbank 
competition, customers may lose confidence 
in private institutions, as they do not provide 
an additional guarantee for the safety of 
their funds. Especially, if the bank is the 
only supplier of financial products in a small 
remote region of the country, then not only 
trust but also the availability of financial 
services for consumers becomes an issue.

To determine the level of interbank 
competition, let us analyze the dynamics of 
the Herfindahl-Hirschman index (Fig. 3) by 
indicators: assets, equity, deposits of individuals, 
loans, and other placed funds provided to non-
financial resident organizations. The Herfindahl-
Hirschman Index (HHI) considers both the 
number of credit institutions and the inequality 
of their position in the banking market and 
characterizes the level of monopolization. The 
value of HHI decreases with an increase in the 
number of credit institutions and increases with 
increasing inequality between them for any 
number of them.

T h e  t e n d e n c y  o f  i n c r e a s i n g  t h e 
concentration of the banking sector in all four 

indicators is clearly visible. In terms of assets 
and loans, HHI has changed insignificantly 
over the past 5 years and corresponds to the 
value of the moderately concentrated banking 
market. This is characterized by the fact that, 
despite the dynamic revocation of licenses, 
the banking sector has a fairly large number of 
credit institutions.

At the end of 2017, the value of HHI by 
capital moved to a zone of high concentration, 
and in 2018 there was a sharp increase to 0.21. 
At the end of 2019, a small number of banks 
had capital gains, and in 2020 — only 59.7% of 
banks. This dynamic of increasing the capital 
base of banks is the worst result over the past 
10 years. The reason for the low capitalization 
is the weak growth in the profitability of 
the banking business. Sberbank (RUB 300 
billion, 7%) was among the leaders in terms 
of absolute bank capital growth over the 
past year, VTB Bank ranked second (RUB 82 
billion).10

10 Largest banks in terms of equity capital as of January 1, 2020. 
URL: https://riarating.ru/banks/20200304/630157179.html (ac-
cessed on 04.09.2020).

Fig. 3. Values of the Herfindahl-Hirschman index for the main indicators of the banking sector
Source: compiled by the authors based on data from the Central Bank. URL: https://cbr.ru/publ/nadzor/ (accessed on 04.09.2020).
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The highest value of HHI is observed in the 
deposit market. After a slight decline in 2017, 
in 2018 HHI reached an all-time high of 0.23.11 
The study of the deposit market demonstrates 
a monopoly position in the market of Sberbank 
(40–50% of all deposits) due to the location 
of its multi-branch structure throughout the 
country; availability of banking products and 
services for all segments of the population, 
as well as customer focus on business. 
Consequently, the segment of household 
deposits is characterized as a market with 
a high level of concentration. Thus, all the 
above values of the Herfindahl-Hirschman 
index confirm the earlier conclusions about 
the high concentration of the Russian banking 
market [16].

In our opinion, it is difficult to give an 
accurate assessment of interbank competition, 
since a number of the largest banks have a 
strong influence on the banking market; and 
the remaining insignificant market share is 

11 Development of Competition in the Financial Market: Russia 
and International Practice. Analytical materials. XVI Interna-
tional Banking Forum “Banks of Russia —  XXI Century”. Sochi, 
2018. URL: https://asros.ru/upload/iblock/af3/18061_analit-
icheskiematerialysochi2018.pdf (accessed on 04.09.2020).

under strong competition from small and 
medium-sized banks. Many banks are trying 
to diversify their product line, soften the 
conditions for the customer, and make their 
products and services more attractive.

The analysis of the state of interbank 
competition is complicated by the fact that:

•  the same bank can be both a leader and 
an outsider in different regions of the country, 
depending on the bank competitor;

•  the  interbank  compet i t ion  in  a l l 
segments of the banking market depends on 
the economic situation in the country, which 
increases the risks of the unpredictability of 
changes occurring outside the banking market.

The interbank competition must be 
analyzed from the perspective of the activities 
of each bank in a particular region to generate 
the most reliable information about it.

W e  a g r e e  w i t h  t h e  o p i n i o n  o f 
A. M. Shaposhnikov on the importance of 
assessing the competitiveness of regional 
banks in the context of interbank competition 
[17]. The use of the index of the integral 
competitiveness of regional banks will 
increase their importance in the market. An 
important competitive advantage of regional 

Fig. 4. Distribution of credit institutions in Russia as of 01.01.2019–01.01.2020
Source: compiled by the authors based on data from the Central Bank. URL: https://cbr.ru/statistics/bank_system_new/cr_inst_

branch_010118/ (accessed on 04.09.2020).
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banks is personal relationships with clients, 
understanding the needs of small and 
medium-sized regional businesses. However, 
the weaknesses of regional banks reduce 
their competitiveness: low capital, limited 
branch network, inaccessibility of banking 
innovations, lack of qualified personnel. 
Regional banks in the context of interbank 
competition should pay careful attention 
to internal and external factors, expand 
their product line, focusing on customer 
needs, determine price parameters, predict 
long-term goals and develop a strategy for 
achieving them. Large banks, on the contrary, 
redistribute monetary resources not in favor 
of the regions, since they do not consider the 
interests of the region and have their offices 
in the central federal districts of the country.

Geography has a huge impact on interbank 
competition. In the regions of Russia, due 
to the unequal level of their economic 
development, there is an uneven distribution 
of banks (Fig. 4). Systemically important 
large banks operate in the developed regions 
of the country. In remote territories of 
Russia, customers experience the insufficient 
provision of banking services and a low level 
of interbank competition [18].

According to the statistics of the Bank 
of Russia,12 the share of the Central Federal 
District (Moscow and the Moscow Region) 
is 52.5% of the banking market, while the 
regions account for 3.4% (in the Far Eastern 
Federal District) to 12.9% of banks (in the 
Volga Federal District). The geographical factor 
emphasizes the urgency of organizing an 
effective mechanism for regulating interbank 
competition aimed at the development of each 
region [19].

Thus, in Russia there is a steady trend of 
scaling the territorial presence of large banks 
in the regions, reducing the share of the 
regional market and the effective functioning 
of regional banks.

12 URL: https://cbr.ru/statistics/bank_system_new/cr_inst_branch_ 
010118/ (accessed on 04.09.2020).

It should also be noted that the presence 
of foreign banks in the banking market 
influences interbank competition. A number of 
factors (high macroeconomic risks, increased 
influence of banks with state participation, 
changes in the country’s foreign policy 
situation, intensification of the processes of 
mergers and acquisitions of credit institutions) 
contributed to the decrease in the number of 
foreign banks, the closure of their branches 
and the outflow of foreign capital from the 
country. Thus, according to the Central Bank 
of the Russian Federation, for the period from 
January 1, 2015 to January 1, 2020, the share of 
non-residents in the total authorized capital 
of operating credit institutions decreased by 
half (from 26.42 to 13.9%) 13 [11]. And it should 
be noted that during the analyzed period the 
share of operating credit institutions with 
the participation of non-residents increased 
from 28 to 32% [11]. The largest banks with 
foreign capital (UniCredit, Raiffeisenbank, 
Citibank, Rosbank) are included in the Top 
20 credit institutions in Russia, they operate 
successfully and actively compete with state 
banks in key segments of the banking market. 
The presence of foreign credit institutions 
intensifies the interbank competition in 
Russia.

Signs of improvement of the interbank 
co m p e t i t i o n  c a n  b e  co n s i d e r e d  t h e 
introduction of innovation in the banking 
business, the emergence of new customer-
oriented products and an individual approach 
to customer service, an increase in the quality 
of service, an increase in the speed of service 
provision, ensuring accessibility and simplicity.

To determine the state of interbank 
competition, in our opinion, it is necessary 
to consider the quality and degree of 
customer focus of banking services and 
products. The applied impression index is 
based on such criteria as how the bank’s 
products correspond to the client’s needs, the 

13 Information about operating credit institutions with the par-
ticipation of non-residents. Bank of Russia. URL: https://cbr.ru/
analytics/bank_system/PUB_130701/ (accessed on 04.09.2020).
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availability and simplicity of service points, 
the communication of bank personnel with 
the client, the attractiveness of the brand, the 
effectiveness of advertising.14

It is very important for bank managers 
to monitor the mood of clients and conduct 
their behavioral segmentation. At the same 
time, consumer demand management must 
be carried out not only before and during the 
sale but also after transactions. Obviously, 
after poor service at the bank, customers will 
share their opinions, spreading a negative 
impression. Therefore, managers must 
respond quickly to all customer feedback 
and create a positive customer experience. 
Currently, a multi-channel factor has formed, 
which cannot be ignored. Multichannel, in 
our understanding, is a combination of online 
and offline tools for the effective organization 
of a communication system with the bank’s 
customers. Statistics show that customers 
aged 55–64 prefer to ask questions of interest 
by phone (for example, the bank’s hotline), 
while the younger generation of 16–24-year-
old customers of the bank will use the 

14 Rudskaya E. N. Customer experience as a tool for the compet-
itiveness of commercial banks. Young scientist. 2016;(11):937–
948. URL: https://moluch.ru/archive/115/30407/ (accessed on 
04.09.2020).

Internet.15 It is also necessary to consider the 
gender of clients since women and men do 
not receive information in the same way. So, 
women prefer personal communication with 
bank employees or call by phone for advice; 
and men give preference to personal opinion, 
solve the problem on their own, they need 
initial information. Consequently, successful 
customer service, a clear presentation of 
the demographic portrait of the audience, 
and preferred points of communication 
are important for increasing interbank 
competition.

Thus, Russian banks must constantly 
monitor  customer  sat is fact ion whi le 
servicing and providing products (services). 
To increase interbank competition, it is 
recommended  that  banks  implement 
s y s t e m a t i c  m o n i t o r i n g  o f  c u s t o m e r 
sat isfact ion on a  quarter ly  basis . I ts 
introduction into the bank’s management 
system will increase the loyalty of the 
target audience and implement effective 
management. All this will ensure long-
term relationships between the bank and its 
customers and will increase trust in a bank.

15 URL: https://finance.rambler.ru/money/38073067-issledovanie-
bankovskie-klienty-stanovyatsya-distantsionnee-i-molozhe/ ?ar-
ticle_index=1 (accessed on 04.09.2020).

Table 3
Advantages and disadvantages of top 5 Russian banks according to the level of the Customer 

Experience Index

bank Advantages Disadvantages

Sberbank
Quick to introduce modern technologies, 
friendly and attentive staff

Modern technologies are rarely used 
in branches of remote regions

VTB-24
High level of bank reliability, client-oriented 
business, convenient office locations

The value of its balance sheets is inferior 
to the leader of Sberbank

Alfa-Bank
Customer-oriented approach, friendly 
service

The bank has slowed down innovation 
activity and is inferior in some positions  
to its competitors

Home Credit High-quality work, customer focus
Does not have large deposits due to lack  
of trust from depositors

Raiffeisenbank
Convenient branches, efficient sales of 
“boxed” products

Overpriced

Source: Russian banks are making the best possible impression on customers. URL: http://www.plusworld.ru/daily/rossiyskie-banki-

proizvodyat-vse-luchshee-vpechatlenie-na-klientov/ (accessed on 15.04.2020).
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In a volatile market, banks need to ensure their 
financial stability. Numerous risks negatively 
affect the stability of banks. The most vulnerable 
banks may be banks of narrow specialization 
with low-quality risk management, with high 
dependence of business on one segment of 
the banking market, on the weak economic 
development of a region or industry. Currently, 
the problem of imperfect risk management 
systems and ensuring the financial stability of 
banks has become aggravated. In our opinion, 
the red line marks the issue of risk management 
in the context of interbank competition. Much 
attention should be paid to risk management not 
only in each specific bank but also on the part 
of the mega-regulator in relation to the entire 
market. Increased risks of one bank can lead to 
losses, up to its bankruptcy and liquidation. The 
impact of systemic risks on the activities of banks 
can upset the balance in the entire banking 
system. Banks should prioritize the development 
of risk management practices.

The main ones are:
•  reservation —  formation of a reserve to 

cover unforeseen expenses;
•  insurance —  the creation of an insurance 

fund of resources to compensate for damage 
from unforeseen risks;

•  hedging is used to minimize possible 
investment losses due to market risk;

•  distribution of  the degree of  r isk 
(indexing the cost of services, provision of 
guarantees, property pledge, a system of 
penalties);

•  diversification of assets;
•  avoiding risks by completely rejecting 

specific transactions by the bank;
•  minimizing risks by managing assets and 

liabilities.16

Formed trends in  the development 
of the banking market: monopolization, 
centralization, the concentration of capital, 
federalization, globalization — hinder 
the effective development of the banking 
business and the economy as a whole. We 
consider it expedient to set the task for the 
Bank of Russia to provide conditions for a 
healthy competitive environment and strong 
interbank competition. It is a fair competition 
that will make it possible to carry out 
qualitative changes in the banking business 
aimed at increasing the efficiency of banks’ 
activities. In our opinion, to achieve this goal 
it is necessary:

1) to reduce the degree of state participation 
in the formation of  banks’ capital  by 
establishing standards for the admissible state 

16 Competition in the financial market. Analytical re-
port. Bank of Russia. 2018. URL: https://cbr.ru/StaticHtml/
File/41186/20180607_report.pdf (accessed on 04.09.2020).

Consumer influencing the offer: 
– zero discrimination; 

– the possibility of choice; 
– low switching barriers 

Pro-competitive environment: 
– access to infrastructure; 

– incentives for innovation; 
– flexibility of regulation 

Market sources: 
– encouraging market leverage; 

– suppression of violations; 
– reaction to non-market sources 

of benefits 

Fig. 5. Targets for interbank competition
Source: compiled by the authors based on data from the Central Bank. URL: http://www.cbr.ru/content/document/file/90556/

consultation_paper_191125.pdf (accessed on 04.09.2020).
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participation in the authorized capital of credit 
institutions; 17

2) establish equal “rules of the game” for all 
participants in the banking market and exclude 
state privileges;

3) not to mention the participation of the 
state in the authorized capital of a credit 
institution in advertising of banking products 
and services;

4) upgrade the mechanism of proportional 
regulation of banks, namely, to promote the 
development of regional small and medium 
banks through the provision of tax and financial 
incentives; stimulate the development of new 
banking products; “legislate the priority of the 
participation of regional banks in servicing the 
investment programs of the region”, etc. [19]; 18

5) introduce measures to reduce unfair 
interbank competition and corruption in the 
banking market;

6) to promote “the formation of non-price 
competition to increase the attractiveness of 
credit institutions” 19 and the development of 
digital financial infrastructure.

In turn, measures to increase interbank 
competition cannot run counter to the rest of 
the development of the banking sector. When 
approving the policy for the development of 
interbank competition, the Bank of Russia 
adheres to the goals of ensuring financial 
stability, establishing trust in the financial 
market, and the availability of banking products 
and services.

However, the goals to increase interbank 
competition often contradict the goals of 
stabilizing the banking sector. As a result of 
interbank competition, weak ineffective players 

17 Through direct or indirect acquisition or long-term reten-
tion of shares by the state (stakes in the authorized capital) of 
credit institutions.
18 Impact of banking sector rehabilitation policies on compe-
tition and sustainability. Economic Research Report Series. 
Bank of Russia. 2017. URL: https://cbr.ru/Content/Document/
File/16717/wp_22.pdf (accessed on 04.09.2020).
19 Competition in the financial market. The analytical report 
was prepared by the Bank of Russia with the participation of the 
FAS Russia for the XXVII International Financial Congress. Bank 
of Russia. 2018. URL: https://www.cbr.ru/Content/Document/
File/44303/20180607_report.pdf (accessed on 04.09.2020).

leave the market. Nevertheless, leaving the 
market of a major player leads to an imbalance 
in the banking system and can cause a “domino 
effect” that threatens with high costs. When 
goals are comparable, it will contribute to the 
sustainable development of the financial market 
as a whole.

Implementation of relevant measures in the 
above areas will improve the state of interbank 
competition in the banking market.

The primary task of stabilizing the state of 
interbank competition is to minimize the risks 
of the banking sector. The Bank of Russia sets 
out targets for interbank competition.20 Fig. 5 
presents a “triangle of target” showing banks’ 
productive activities and anticipated reactions 
to market developments.

We believe that in order to reduce risk, banks 
should maintain an optimal balance in the 
following areas.

First, the offering of products and services 
should be driven by customer preferences, 
as they are the driving force behind the 
competition.

Second, interbank competition should be 
market-based and encourage banks to compete 
with each other. Focusing only on non-
market factors and privileges for some banks 
increases the risk of unfairness and negates the 
incentives to expand the banking business.

Third, expanding the access of small 
and medium-sized banks to new financial 
technologies, platform solutions, and 
outsourcing.

CONClUsIONs
Thus, as a result of the study, the authors 
understand interbank competition as the 
process of banks’ functioning in a competitive 
environment for attractive sources of 
accumulating resources and their placement, 
considering the principle of customer focus and 
the goal of ensuring their stability in the banking 
market. The authors’ clarification of the concept 

20 Bank of Russia approaches to developing competition in the fi-
nancial market. URL: https://cbr.ru/Content/Document/File/90556/
Consultation_Paper_191125.pdf (accessed on 04.09.2020).
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of interbank competition emphasizes their 
contribution to the development of theoretical 
science.

Interbank competition develops depending 
on the degree of improvement of the product 
line of banks. The analysis of the current state 
of interbank competition reflects a steady 
decline in the number of banks, mainly due 
to the revocation of licenses from financially 
unstable institutions. However, with a decrease 
in the number of participants in the banking 
market, an increasing dynamic of a high level of 
concentration of banks’ assets was revealed. At 
the same time, the Top 5 banks in Russia form 
about 60% of the total assets of the banking 
sector (loans, investments, etc.). A similar 
situation is observed in the deposit market and 
the market for non-cash payments. Sberbank, 
VTB, Gazprombank, Alfa-Bank play a dominant 
role in the market. The Herfindahl-Hirschman 
Index demonstrates the sufficient importance of 
credit institutions in the banking sector, despite 
the dynamic revocation of licenses. The authors 
emphasize the dependence of the banking 
market on the activities of the largest state-
owned banks. At the same time, the competition 
between small and medium-sized banks 
intensifies as they are expanding their product 
line and increasing their attractiveness. The 
factor of the geographical location of banks is 
of great importance. Large banks operate in the 
developed regions of the country, while there 
are no sufficient banking services in remote 
territories. It is worth noting the importance of 
the presence of the largest banks with foreign 
capital on the Russian market (UniCredit, 

Raiffeisenbank, Citibank, Rosbank) since they 
make up the Top 20 credit institutions in Russia. 
The presence of foreign credit institutions 
intensifies the interbank competition in Russia.

We believe that to increase interbank 
competition, bank managers need to pay 
attention to successful customer service, a 
clear presentation of the demographic profile 
of the target audience, and preferred points of 
communication. It is necessary to constantly 
monitor the quality of customer service and 
the provision of banking products (services) to 
them. To increase interbank competition, it is 
recommended that banks carry out systematic 
monitoring of customer satisfaction on a 
quarterly basis.

We believe that in a volatile market, a special 
place in banking management should be given 
to risk management. The increased risks of one 
bank due to the “domino effect” can destabilize 
the entire banking system. We recommend 
that the mega-regulator implement measures 
to minimize the risks of banks and provide 
conditions for the formation of a healthy 
competitive environment. The Bank of Russia, 
when developing a policy for the development 
of interbank competition, should focus on 
ensuring financial stability, establishing 
confidence in the financial market, and the 
availability of banking products and services.

Thus, the author’s contribution to the 
development of practical science consists of 
identifying the factors that determine interbank 
competition; as well as the development of 
recommendations for the mega-regulator 
aimed at strengthening interbank competition.
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