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Central banks digital Currencies issuance: development 
directions and Key Risks

V. V. Kuznetsovaa, o. i. larinab
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abstRaCt
Currently, many central banks have begun to develop, study and introduce central bank digital currencies (CBDC). Due 
to the lack of sufficient experience, potential problems and risks’ research that can stimulate such financial innovations 
is relevant. The paper analyzes the projects for the creation of CBDC. The purpose of the paper is to identify unresolved 
aspects of the application of CBDC, and specific tasks include identifying the problems of the marketing of retail CBDC 
and the identification of the risks generated by them. The authors use general and special research methods, including 
comparative analysis and systematization. The article examines the prospects for digital ruble circulation in the Russian 
Federation. The use of CBDCs opens up enormous opportunities for the development of the digital economy, but their 
actual deployment is replete with risk. The article identifies the risks of the third form of national currency: technological 
(including environmental), economic, financial, social and legal. The authors consider that the widespread use of CBDC 
implies a transformation of the activities of national central banks, including a change in the role and functions of the 
national central bank, and provide several possible scenarios. The authors include among the unresolved problems 
that require solutions for the widespread practical use of digital securities: lack of understanding of the mechanism for 
transferring ownership during transfers from one user to another, clear prudential regulation, and effective management 
of big data analytics. Furthermore, the scope of regulation of the financial intermediation sector with regard to fintech 
innovations has not been defined; there is no system for exchanging data between different government agencies for 
a timely and more accurate assessment of potential risks; and the required number of specialists is not sufficient. The 
research can be important for both digital money consumers and authorities when the initiative to issue digital money 
in Russia is implemented.
Keywords: central bank; central bank digital currencies; digital ruble; financial innovations; development of the payment 
system
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iNtRodUCtioN
National regulators initiated transforming 
the legal regulation of financial activity by 
improving various prudential requirements 
(Basel III) and operating standards for 
licensed financial institutions in response 
to the flaws and difficulties indicated by the 
global financial crisis (2007–2009). Similarly, 
this resulted in a decrease in their provision 
of financial services and products to economic 
organizations, and the freed-up market 
niche was rapidly occupied by “newcomers” —  
f intech and bigtech businesses. Their 
increased market activity, on the one hand, 
and demand for digital products and services 
by households, on the other, have contributed 
to the formation of new branches of financial 
intermediation.

In turn, the response to the indicated 
trends on the part of central banks (further —  
CB) has been a study of the opportunities, 
benefits and potential risks of issuing central 
bank digital currencies (further —  CBDC) since 
the mid-2010s. However, in the period prior to 
the COVID-19 pandemic, only individual CBs 
(e. g. China, the UK, Uruguay) participated in 
the development of various CBDC projects, 
including bilateral and multilateral research 
projects 1. The rate of digitization payments 
and settlements, as well as the provision of 
additional banking and financial products, 
have risen significantly during the pandemic. 
This showed two opposite trends: on the one 
hand —  the “retreat” of economic entities from 
using cash in settlements (in 2020, by 26% in 
the Russian Federation and 39% in China), 
and on the other, an increase in demand for 
cash as a result of “precautionary” measures 2.

Many governments are considering the 
growth of digital payment infrastructure as an 

1 See: Project Jura. Cross-border settlement using wholesale 
CBDC. Banque de France, Bank for International Settlements, 
Swiss National Bank, 2021. URL: https://www.bis.org/publ/
othp44.pdf (accessed on 05.02.2023).
2 Covid-19 accelerated the digitalisation of payments. BIS, 
Committee on Payments and Market Infrastructure. URL: https://
www.bis.org/statistics/payment_stats/commentary2112.pdf 
(accessed on 15.01.2023).

integral component of their industrial policies, 
assuming that promoting the adoption of 
innovative payment methods will improve the 
ability to regulate both inside and outside cash 
flows, recharge, and budgetary expenditures 
in order to preserve internal financial 
stability. Since the end of the 2010s, a number 
of payment methods based on innovative 
infrastructure, such as national card systems 
(e. g. the Troy systems in Turkey, Mir in Russia, 
Elo and Pix in Brazil), fast payment systems, 
and others, have grown significantly due to 
the focused efforts of governments and central 
banks 3. Innovative upgrading of the payment 
sector has transformed it into a catalyst for 
reducing transaction costs for all operators, a 
stimulator of economic growth and a catalyst 
for the transition to the digital economy.

Over the past three years, CB has seen a so-
called “race” to develop, study and introduce 
CBDCs. According to SWIFT, as of December 
2022, the respective projects had implemented 
105 CB. According to https://cbdctracker.
org/ for July 2022–97 (Fig. 1). Individual CBs 
simultaneously explore the benefits and risks 
of different CBDC projects, such as retail or 
wholesale, multi-currency, technology-based, 
centralized or decentralized distribution and 
other options.

The supranational financial institutions’ 
representatives made it evident that every 
country is open to expressing its own “for” 
and “against” opinions and preferences 
regarding the CBDC design. Each CB operates 
appropriately on its own, focusing on the goal 
of resolving any issues that may arise.

Due to the limited number of CBs that have 
implemented their retail CBDC 4, initiatives on 

3 According to the Committee on Payment and Market 
Infrastructure, more than 60 fast payment systems operated 
under BIS as of December 2021. For example: Developments 
in retail fast payments and implications for RTGS systems. 
Committee on Payments and Market Infrastructures. URL: 
https://www.bis.org/cpmi/publ/d201.pdf (accessed on 
25.01.2023).
4 Retail CBDCs (sand dollars) first issued by the Bahamas 
in 2020. Nigeria introduced eNaira in 2021, while the East 
Caribbean (DCash) and China (e-CNY) initiated extensive pilot 
programs.

V. V. Kuznetsova, O. I. Larina
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a large scale, any potential problems and risks 
that could lead to these financial innovations 
are still relevant because there is a lack of 
empirical experience. The usage of CBDCs 
in domestic and cross-border settlements 
presents a number of possible problems and 
risks, which are analyzed and explored in this 
paper. Because of technology limitations, any 
domestic application of a national CBDC may 
have significant cross-border implications.

disCUssioN oF the beNeFits/liMits 
aNd ReFiNeMeNt  

oF CbdC’ issUaNCe
In recent years, the international flow 
of publications on the potential benefits 
(possible motives) of national CBDCs has been 
extensive. The most detailed CBDC typology 
is presented in the report of the Center for 
Research in Financial Technologies and the 
Digital Economy of Skolkovo-RES [2]. Some 
publications focused exclusively on listing 
the benefits that could be obtained from 
the introduction of CBDC [3] 5. In addition 
to discussing the potential benefits and 
advantages of the CBDC problem, additional 
materials also focus on the problems that 
must be resolved before their full release [4–

5 For example: Digital currencies of central banks: foreign 
experience. Мoscow: Fintex Association. 2021, December. URL: 
file:///C:/Users/Aser/Downloads/Analiticheskaya-zapiska.pdf 
(accessed on 25.01.2023).

6]. The third direction of the publications is 
devoted to the analysis of potential options 
for the evolution of national and international 
payment ecosystems under the influence of 
the wider spread of CBDC [7] 6.

Among the advantages of using CBDC in 
payment transactions, the most frequently 
mentioned are:

• ability to offer businesses and households 
more convenient, fast, cheap and efficient 
methods of payment;

• opportunity to promote competition 
between tradit ional  payment  ser vice 
providers and new players (bigtech and fintech 
companies);

• provide a digital asset to economic 
entities of trust (provided by trust to the 
national CB);

• consumer protection;
• increase the availability of financial 

services, etc. 7

6 For example: The Future of Financial Services. How 
disruptive innovations are reshaping the way financial 
services are structured, provisioned and consumed. An 
Industry Project of the Financial Services Community. Final 
Report. World Economic Forum, Deloitte. 2015. URL: https://
www3.weforum.org/docs/WEF_The_future__of_financial_
services.pdf (accessed on 25.01.2023); Options for access to 
and interoperability of CBDCs for cross-border payments. 
Report to the G20. Committee on Payments and Market 
Infrastructures, BIS 2022, July. URL: https://www.bis.org/publ/
othp52.pdf (accessed on 22.02.2023).
7 Central banks and payments in the digital era. BIS Annual 
Economic Report. 2020. URL: https://www.bis.org/publ/arpdf/
ar2020e3.pdf (accessed on 18.02.2023).

 

Fig. 1. evolution of Central banks’ activities on the development, study and introduction of the CbdC, 
2018–2022
Source: A. Stanley [1].
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Discussions on the subject are still ongoing, 
despite the fact that many publications 
recognize that the issuance of the third 
form of CB money is inevitable. The specific 
indications made by CBDC’s supporters and 
detractors are presented in Table.

In general, publications pay much less 
attention to potential problems and risks than 
to the advantages of the development of the 
third form of money. However, since the CBDC 
issue relies on the innovative infrastructure of 
the payment participants and a large number 
of third-party players are involved in its 
creation and maintenance, the channels and 
ways of disseminating and using the new form 
of the national currency are changing, and 
this must inevitably be accompanied by the 
transformation of CB’s own activities.

CHINA’S DIGITAL YuAN EXPERIENCE 
AND RuSSIANS BANK’S PLAN

Based on the data from the “Digital Ruble” 
report 8, the Bank of Russia plans to issue 
a retail CBDC, using a two-tier system of 
distribution. China implements a similar 

8 Digital ruble. Moscow. Bank of Russia. 2020. URL: https://www.
cbr.ru/StaticHtml/File/112957/Consultation_Paper_201013.
pdf (accessed on 15.01.2023).

model of national CBDC 9. The information 
released by the Bank of Russia on how the 
digital ruble will function does not reveal all 
the details. But, as a possible analogy, the 
features of the initial two-level digital yuan 
model, when only the largest national banks 
with government participation had access to 
the CBDC, could be considered (Fig. 2).

This model consolidates the existing two-
tiered system of monetary issuance: the first 
level —  CB, the second level —  the system of 
commercial banks. The third level —  is end 
users. CB issues a national digital currency, 
opens digital wallets to accredited commercial 
banks, distributes digital currencies in 
exchange for banks providing 100% coverage 
(e. g. in return for non-cash money) and 
keeps records of their transactions. After 
receiving the digital currency, banks can 
conduct interbank transactions, open digital 
wallets for clients (legal and natural persons), 
execute client orders, and keep records of 
transactions in digital currencies. Both levels 

9 Progress of Research & Development of E-CNY in China. 
Working Group on E-CNY Research and Development of the 
People’s Bank of China. 2021 July. URL: http://www.pbc.gov.
cn/en/3688110/3688172/4157443/4293696/202107161458469
1871.pdf (accessed on 22.01.2023).

Table
separate arguments of supporters and opponents of the implementation of CbdC

arguments “For” the issue CbdC arguments “against” the issue CbdC

• Independent of the form CBDC allow CB to issue the 
national currency as a secure public good;
• the advantages of crypto assets are completely exceeded 
by CBDCs, but the disadvantages are eliminated;
• CBDCs will facilitate monetary policy implementation, 
including through the possibility of introducing negative 
interest rates;
• the possibility of providing social support and 
distribution of transfers;
• the use of CBDC increases the efficiency of internal 
settlements, thereby promoting economic activity

– The fact that money is issued by the government in the 
person of CB does not make it a public good;
–the practice of operating the markets of cryptocurrencies 
and stablecoins leads to fragmentation and weakening of 
the financial system;
— CBDC issue —  an attempt by the government to retain its 
privileged positions and more control over citizens’ funds;
– the CBDC issue states that the central bank is entrusted 
with the functions of a fiscal agent of the government;
– increases the volatility of the national payment system by 
increasing the vulnerability to cyber-attacks and banking 
panic (“runs on banks”)

Source: Compiled by the authors.

V. V. Kuznetsova, O. I. Larina
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use centralized blockchain technology. At 
the same time, accredited commercial banks 
remain obliged to conduct due verification 
of  cl ients (compliance with ALM/KYC 
requirements). Every level includes design 
elements that require advanced technological 
solutions, prudential consideration, and 
compliance supervision. For example, a 
number of activity areas at the CB level 
require significant reform (Fig. 3).

E v e n  g r e a t e r  o r g a n i z a t i o n a l  a n d 
technological restructuring is needed at the 
level of commercial banks and end-users.

Large-scale preparatory work was done in 
China before to launch of the virtual yuan project. 
This work included the introduction of a system 
for digital evaluation of user integrity (a social 
credit system for individuals and legal entities), 
the centralization of mining, the development 
and approval of a unified mobile application 
(also known as a super API or program user 
interface), which allows end users to quickly 
access digital wallets and conduct transactions 
both online and offline, the identification 
and certification of suppliers of the necessary 
hardware, software, cloud storage, etc., and the 
implementation of numerous other preparatory 
measures. Furthermore, the development of a 
fundamental blockchain is planned to allow end 
users to transact with CBDC (Fig. 4).

The Bank of Russia is yet to release the 
results of its initial work. It follows that 

the Bank of Russia intends to establish 
the operational compatibility of the CBDC 
blockchain technology and its technical 
payment platform, rather than constructing a 
separate infrastructure for transactions with 
CBDC. Such a solution has its advantages (e. g. 
a significant reduction in initial investments) 
and serious constraints and risks [8]. The 
availability of operational compatibility 
between various technologies allows: a) 
banks and payment service providers to make 
payments in various systems without being 
direct participants in all of them; b) end users 
to instantly transfer money between various 
accounts, such as a debit card or electronic 
money transfer from a commercial bank 
account to a CBDC account.

The Bank of Russia declared in 2022 that it 
conducted trial projects with three significant 
Russian state banks 10 on the launch of the 
virtual ruble and its application in settlements 
at the start of the year. Then, 15 participating 
banks were added to the list. In the spring 
of 2023, the Bank of Russia began to test 
the digital ruble with clients of commercial 
banks 11.

10 The digital ruble was piloted by state banks. Kommersant. 
15.02.2022. URL: https://www.kommersant.ru/doc/5217447 
(accessed on 28.01.2023).
11 Central Bank intends to start testing digital ruble with clients 
of banks in 2023. Kommersant. 16.09.2022. URL: https://www.
kommersant.ru/doc/5569335 (accessed on 15.01.2023).

 

Fig. 2. The Scheme of Functioning of the Digital Yuan
Source: Compiled by the authors.
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CbdC’ RisKs
CBDCs may result in at least a few different 
risk groups, including economic, financial, 
social, and legal risks, the ramifications 
of which have not yet been thoroughly 
investigated. These risks are in addition to 
the common risks associated with financial 
assets and technological risks (such as 
environmental risks) resulting from the use of 
innovative technologies.

Macroeconomic risks. The creation of CBDCs 
is a “button-click”, and they can be distributed 
just as easily unless strict rules are set for 
their allocation, for example, in exchange 
for bank deposits, security or government 
bonds. In a potential case, their release 
may be pro-inflationary. The issuance and 
use of CBDCs require enormous initial and 
subsequent capital investments, including in 
the establishment and continuous upgrading 
of a large-scale national infrastructure. 
Implementation of potential mega-projects 
may be accompanied by an inefficient 

placement of capital within the national 
economy, which, in the context of the urgent 
need for modernization and development 
of physical infrastructure, may lead to the 
wasting of limited public resources.

Macro-financial risks. It is assumed that 
CBDCs will be a new (“third”) form of modern 
money and will be exchanged 1:1 for current 
forms of money. In current circumstances, 
there are practical differences in exchange 
rates, such as non-cash to cash or on-
shore to off-shore, which are exacerbated 
during periods of increased macroeconomic 
uncertainty. It is probable that CBDC rates will 
experience volatility in line with the volatility 
of private digital asset rates, albeit to a smaller 
degree. In this case, large-scale arbitration 
transactions of the game on the difference of 
rates, including from abroad, are possible, the 
consequences of which are similar to the well-
known banking panics (“attacks on banks”). 
While various projects claim that the CBDC 
will be stable because they are central bank 

Fig. 3. the Main activities of the Central banks that Require transformation in the introduction 
of the CbdC
Source: Compiled by the authors.

Fig. 4. Simplified Scheme of the Basic Blockchain that Provides Transactions with the CBDC
Source: Compiled by the authors.
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currencies, in other words, the stability of 
the CDB will be determined by the economic 
entities’ confidence in the CB as a financial 
institution and its policies. However, due to 
their immense liquidity, CBDCs may also 
represent serious risks to the integrity of the 
financial system and provide investors with 
refuge if operators choose to move to CBDCs 
in order to minimize risk in an extremely 
unpredictable environment. As a result, a 
more serious and extensive banking panic is 
more probable than not [9].

The introduction of CBDCs, as indicated by 
the Bank of England’s “New Forms of Digital 
Money” report 12, may lead to a rise in the loan 
price due to a decrease in bank loans, because 
by acquiring CBDC in exchange for non-cash, 
banks are reducing the supply of the latter on 
the credit market, while the demand for CBDC 
loans may be insufficient, for example, due 
to the difficulties for potential borrowers to 
pass digital identification and more thorough 
verification of ALM/KYC compliance. As a 
result, the availability of market funding will 
be limited (due to low supply volumes and 
higher interest rates).

The introduction of CBDC increases 
network risks within the financial/banking 
systems and from third-party providers such 
as hardware, software, cloud storage, etc. 
Particularly if most financial intermediaries 
use the services of the same third-party 
providers. The high level of concentration 
increases the likelihood of systemic risk, 
including because such third parties do not 
disclose information and financial position 
data to the public.

Separate groups of macro-financial risks 
typical of centralized CBDC systems include 
cyberattacks that, even on a minor scale, can 
trigger a systemic financial crisis.

Social risks. The functioning of the CBDC 
infrastructure requires highly qualified IT and 
engineering professionals, which are currently 

12 New forms of digital money. Bank of England. 2021. URL: 
https://www.bankofengland.co.uk/paper/2021/new-forms-of-
digital-mone (accessed on 23.02.2023).

lacking in the labor market. Therefore, the 
Central Bank can become a serious competitor 
as a reliable employer for other sectors of the 
economy. The training of the required specialists 
requires a fundamental restructuring of the 
entire education system, which also requires 
huge capital investments in human capital.

CBDCs could potentially be used as a tool 
for government supervision and control. 
Every transaction with CBDC is recorded and 
any public authority authorized to access the 
CBDC registry can view all transactions. By 
granting access to a distributed register, public 
authorities may be able to monitor on the 
transactions of operators and initiate various 
measures, such as prolonging the validity 
of their CBDCs, restricting the amount they 
can hold, changing interest rates based on 
the entity’s status, banning purchases, and 
enforcing automatic fines. In this instance, the 
implementation of CBDC could make the risk 
of operator digital segregation more evident.

Combining digital identity and CBDC also 
poses a risk of digital segregation for operators. 
Access and addressability are necessary 
for digital payments, but they are different 
from digital identification. In the context of 
programmable money, digital identity can go 
beyond simply providing access to the CBDC 
holder’s assets. The use of funds in the CBDC 
may be subject to the characteristics of the 
digital identity of the entity. If an entity’s 
funds are nominated to the CBDC, the Central 
Bank and the Government can directly control 
how entities receive and spend money.

The risks that operators can fall upon when 
distributing CBDCs are presented in Fig. 5. 
However, there is probably a relationship 
between risks and operators because of the 
restricted practical use of CBDC and the 
absence of official statistics (Fig. 5).

CbdC aNd tRaNsFoRMatioN 
OF THE ROLE OF NATIONAL CENTRAL 

baNK
The recognition of the identified risks of 
the CBDC issue is reflected in the principles 
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for the adjustment of digital currencies 
formulated by the G-7 Central Bank. The 
document notes that while the introduction 
o f  C B D C s  w i l l  h a ve  i m p l i c a t i o n s  fo r 
financial intermediation and financial 
stability that require careful consideration 
and analysis, they can be managed 13. In 
essence, these principles represent a list of 
desirable characteristics of the third form 
of money, but do not define ways to achieve 
them.

As noted above, the widespread use 
of CBDCs entails a transformation of the 
activities of national central banks, which may 
lead to a fundamental change in the role and 
functions of the national central bank. There 
are several possible scenarios in this regard.

S c e n a r i o  1 :  T h e  C e n t r a l  B a n k  i s 
the central  body for general  f inancial 
regulation and control . This  scenario 
is likely to be implemented in the case 
of the choice of a single-level model of 

13 Public Policy Principles for Retail Central Bank Digital 
Currencies (CBDCs). G7, Great Britain, 2021. URL: https://www.
mof.go.jp/english/policy/international_policy/convention/g7/
g7_20211013_2.pdf (accessed on 05.02.2023).

CBDC issuance, in which the central bank 
interacts directly with economic entities 
without the involvement of commercial 
banks and non-bank financial institutions. 
The Central Bank’s activities have changed 
from being the body in responsible for 
formulating and implementing monetary 
policy to a high-tech company that sets 
requirements and uses pre-established 
algorithms to monitor compliance by all 
economic operators. Examples of these 
functions concentrated within the bank’s 
structure include a single center for the 
collection and analysis of data on the 
movement of all financial flows, including 
budgetary and cross-border; distributing 
CBDC based on the automatic evaluation 
of  e-KYC of  economic  ent i t ies , thei r 
business models, and their cost structure. 
Such a scenario suggests that as these 
functions are concentrated in the structure 
of the Central Bank, the current system 
of financial intermediation and financial 
markets will “die off” [10].

Scenario 2: The Central Bank —  is the 
body to protect the role and functions of 

 

Fig. 5. Circulation Risks CBDC for Business Entities
Source: Compiled by the authors.
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traditional financial intermediaries in an 
environment of increasing digitalization 
of financial services and products. To this 
end, the framework of the Central Bank 
focuses on regulating all types and forms 
of financial intermediation, including 
the financial areas of bigtech companies, 
which will be subject to the prudential 
requirements applicable to traditional 
financial intermediaries, based on the 
principle of a functional and proportionate 
approach to regulation. While centralized 
and relatively decentralized financial 
s y s t e m s  c a n  co ex i s t  i n  t h i s  c a s e , i n 
decentralized finance systems, centralised 
decisions are shifted to different levels of 
the new financial infrastructure [11]. In this 
scenario, the central bank faces the difficult 
challenge of finding a balance between 
creating an environment that supports 
innovat ion and managing  associated 
risks for the banking system, operators 
and the stability of the financial system. 
Overly strict or conservative regulations 
will discourage innovation and protect 
the dominant positions of big businesses 
(excessively high market entry costs); on 
the other hand, insufficient rules encourage 
banks and operators to take inappropriate 
risks, which might undermine creative 
solutions in the CBDC [12].

Scenario 3: The Central Bank —  is the 
body responsible for national financial 
sovereignty. The issuance and use of CBDCs, 
as well as other digital assets, are based on 
Internet technologies that are inherently 
cross-border. Maintaining national financial 
sovereignty with CBDCs, private stablecoins 
and tokenized assets  wil l  require the 
centralization of the functions of most 
ministries and departments currently in 
operation. Ultimately, the financial system 
will be nationalized and the central budget 
will act as the ultimate creditor.

Currently, representatives of national 
central banks and supranational financial 
institutions are looking for a new model 

of conducting CB business. At the June 
2022 BIS General Annual Meeting, Hyun 
Sun Shin, the  Chief  Research Off icer 
and Economic Adviser  for  BIS, gave a 
presentat ion on the future  monetar y 
system. Hyun Sun Shin described it as an 
ecosystem based on settlements made 
on the central bank’s balance sheet and 
developed in accordance with established 
central bank rules, with the “solid tree 
whose solid trunk is  the central  bank, 
supporting a rich and dynamic ecosystem 
of services provided by private sector 
institutions and mechanisms” [13]. But 
time will show how realistic this vision 
of the future model of the Central Bank 
will be.

uNSOLVED PROBLEMS
The practical application of CBDC needs to 
address several important issues:

•  there is no clear and unambiguous 
understanding of a number of legal aspects 
of the use of CBDCs, in particular how to fix 
ownership when transferred from one user to 
another;

•  no prudential regulation of transactions 
with CBDCs and crypto-assets has been 
developed for commercial banks 14 and non-
bank financial service providers, including 
cross-border [14];

•  there are governance and disclosure 
requirements for big data analytics, although 
it is at the heart of transformational processes 
in many sectors of the economy and can be a 
source of serious risks;

•  not defined “perimeter” (types of 
activities) of regulation of central banks of the 
financial intermediation sector, taking into 
account fintech innovations and the speed of 
their spread;

14 Only in December 2022, the Basel Committee of Banking 
Supervision published a new standard for regulating the 
exposure of banks to the risks of crypto-assets, which should 
fully enter into force from 01.01.2025. For example: Prudential 
treatment of cryptoasset exposures. Basel Committee on 
Banking Supervision, 2022, Dec. URL: https://www.bis.org/
bcbs/publ/d545.pdf (accessed on 15.02.2023).
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•  there is no system for the exchange of 
data, including supervisory, and harmonization 
of regulatory requirements between different 
government agencies for timely, more accurate 
assessment of potential risks and their 
integration into new regulatory models;

•  insufficient training of professionals with 
adequate skills to understand and work with 
financial innovations.

Alternative possible configurations 
of the use of digital currencies and their 
consequences for economic development, 
monetary policy implementation and financial 
stability are yet to be explored.

CoNClUsioN
The study identifies unresolved problems 
that require solutions for the broad practical 
application of CBDCs and presents potential 
scenarios for the transformation of the 
activities of national central banks caused 
by their implementation. In the future, the 
central bank’s role as a “emission center” may 
be supplemented by the role of “controller of 
national currency circulation”, if the central 
banks will be in charge of and maintain 
records of the distribution of digital currency 
between users, as previously noted by the 
authors. This is because of the development 

of financial technology and the Central Bank’s 
experiments with the creation of digital 
national currencies [15].

The article addressed the challenges and 
possible consequences of the introduction of 
CBDC into everyday circulation. Although the 
priorities of CBDCs in different jurisdictions 
vary, for many emerging and developing 
countries central banks, greater financial 
inclusion and greater efficiency of settlement 
transactions are at the forefront.

At the same time, the practical  use 
of CBDC requires a special environment 
and infrastructure that can create new 
and serious risks for both consumers and 
institutions in the financial system and 
the economy as a whole. Digital currencies 
issued by central banks can trigger both 
traditional financial risks (such as systemic 
risk) and new specific risks, such as the risk 
of digital segregation. At the initial stage 
of the introduction of the digital ruble, the 
experience of issuing the digital yuan can be 
utilized, as such an approach is already being 
implemented, which allows the achievements 
and limitations of the large-scale use of 
digital yuan’s to be taken into account at the 
phases of validation of the concept and pilot 
projects.
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iNtRodUCtioN
The Russian Federation’s economic policy, 
as represented in real economic decisions, is 
significantly impacted by foreign policy and 
inter-state interactions. Since 2014, such 
development has taken form in the context 
of import substitution programs, which have 
changed into measures of national response 
to the sanctions policies of a number of 
Russian partner countries. The state’s and 
the global inter-country system’s economic 
development is based on integrated and 
sustainable economic growth [1]. This 
growth is achieved through foreign trade 
relations, enabling countries to identify the 
most promising areas of activity, through 
resource redistribution [2, 3]. The import 
substitution under consideration in this 
paper potentially involves reorientation to 
domestic production features, strengthening 
of economic autonomy and ultimate state 
development [4, 5]. The purpose of the study 
is to identify ways of short- and medium-
term development of the economic system 
of the Russian Federation on the basis of 
economic and mathematical modeling of the 
conditions of sanctions.

ReVieW oF liteRatURe 
AND HYPOTHESES

Since the 1950s, serious thought has been 
given to the theoretical consequences of 
sanctions. The main formal theories of 
sanctions developing at the moment are 
based on negotiating models [6–9]. The 
first requires into consideration participant 
interactions in restricting measures in just 
a few of response measures. The second, on 
the other hand, examined interactions in 
terms of alternating movements (subjective 
forms of conduct), infinite horizon (decision-
making), and completeness (reciprocal) 
i n f o r m a t i o n .  W i t h  p o i n t  ( a d d r e s s ) 
introduction, global experience shows that 
sanctions reduce the sanctioned country’s 
GDP growth rate by an average of 0.5–0.9 
percentage points over a seven-year period 

[10]. However, the systematic effectiveness of 
such restrictions was disputed by a number 
of authors. For example, some researchers 
[11, 12] suggested that a reduction in 
international trade could stimulate the 
domestic markets of the target country and 
eliminate the impact of sanctions measures. 
Another reason for the ineffectiveness 
of restrictions is the additional costs for 
countries [12, 13]. In order to compare 
research views on sanctions restrictions, the 
authors compiled a scheme of the attitudes 
of different authors toward them (Fig. 1).

The presented scheme allows for the 
identification of diversified assessment 
conclusions describing the impact of the 
sanction. The experience of restrictive 
measures is different around the world, this is 
due to the long-term nature of the sanctions 
imposed against Russia, which did not always 
harm the economic processes of the country 
[14]. However, the economic development 
of the Russian Federation and the system 
of response to restrictions described by the 
domestic authors are completely incompatible 
with global research theories (Fig. 1). The 
authors of the paper are interested in looking 
into it, presented within the framework of a 
certain hypothesis, in order to reach an actual 
determination of the influence of sanctions on 
the country’s economic activity.

Hypothesis 1. Sanctions imposed 
against the Russian economic system led 
to a reduction in production in its basic 
industries.

Import substitution as a measure of a 
country’s response to restrictions on its 
economic system is seen as one of the main 
reasons for the ineffectiveness of sanctions. 
This reaction, coupled with the reorientation of 
production capabilities, is described in the cost-
output model and models of the reorganization 
of economic activity in the context of market 
development [15, 16]. Import substitution, 
according to a number of researchers, 
contributes to the development of individual 
sectors of countries and economic growth 
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[17]. At the same time, there was a strong 
criticism of the idea of import substitution 
under sanctions [4], taking into account the 
impossibility of obtaining additional capital 
from abroad if they are available. The authors’ 
approaches to import substitution research 
have been analyzed in connection with free 
trade principles that have been extensively 
studied since the 1950s. A comparison of the 
described scientific views is presented in Fig. 2.

In the context of non-trade restrictions, a 
number of researchers noted the substantial 
reliance of domestic sectors of the economy 
on foreign equipment (particularly in the 
manufacturing industry), where the scale of 
replacement is limited [18]. However, even in 
the context of the structural transformation 
of the economic system in 2022–2023, a 
number of researchers positively assess the 
possibilities of the development of Russian 
import substitution [19]. The authors of this 
paper propose to evaluate primarily the basic 
sectors of the state, ensuring the systemic and 
continuous maintenance of the economy of the 
country.

Hypothesis 2: Import substitution in 
Russia’s basic sectors affects production in 
those sectors.

In the framework of the system, the key 
impact on the domestic economic system 
within the work has been established for: 
extraction and production of mineral products 
(including petroleum products; sections 25–27 
of the EEU classification); extraction of and 
processing of metals and products made of 
them (sections 72–83 of the EU classification). 
The choice of these industries is due to their 
high importance in the economic system of the 
Russian Federation. For the period 2017–2022, 
they accounted for an average of 37.09% of all 
federal budget tax revenues (or 27.96% of all 
budget revenues) 1 and 60.47% of total export 
(external trade) revenues of organizations.2

1 Calculation of authors, for mining and processing of metals 
and products made of them included sections 07, 23–25; for 
the processing and production of mineral products sections: 
05–06, 19; data from 2017 to 2021. Source: Analytical portal of 
the Federal Tax Service of Russia. URL: https://analytic.nalog.
gov.ru/ (accessed on 21.12.2022).
2 Calculation of authors, annual indicators of export to CIS 
countries and far abroad. Commodity structure of export and 

 

Fig. 1. Key theoretical Views on sanctions 
Restrictions
Source: Сompiled by the authors.

Fig. 2. Key Theoretical Views on Foreign Economic 
Policy
Source: Сompiled by the authors.
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The share of foreign production, competing 
with domestic production in such industries 
is at a fairly low level. As existing import 
substitution programs are planned for a 
limited period of time: 2021–(2022)–2024 
(3 to 4 years), the authors have detailed their 
development plans with annual criteria. Data 
on import substitution programs for 2022 was 
used as retrospective information aimed at 
improving the accuracy of forecasting in the 
framework of econometric analysis. Data on 
export substitution scenarios is presented in 
Table 1.

The information provided in Table 1 is 
based on the program of the Ministry of Trade, 
revised after the beginning of the structural 
transformation of the economic system of 
Russia in 2022.3 Similar to Table 2, information 
submitted by the Ministry before the start of 
domestic economic restructuring 2021–2023 
was developed for the industry of mining and 
processing of metals and products thereof.4

Hypothesis 3a. Import substitution in 
the basic industries of the Russian economy 
has a negative effect on the growth of 
production in the short-term.

Hypothesis 3b. Import substitution in 
the basic industries of the Russian economy 
has a positive effect on the growth of 
production in the long-term.

MethodoloGY 
oF ReseaRCh

The first two hypotheses will be tested on the 
basis of fixed-effect panel regression [15], the 
model specification is presented by formula (1).

, 1 , 2 , 3 4 ,�i t i t i t t t i tPI EX IM SAN USD= α + β + β + β + β + ε ,  (1)

import. Federal Customs Service of the Russian Federation. URL: 
https://customs.gov.ru/folder/502 (accessed on 05.01.2023).
3 On approval of the Plan of Measures for Import Substitution 
in the Chemical Industry of the Russian Federation and 
on Invalidation of Some Orders of the Ministry of Industry 
and Trade of the Russian Federation. Order of the Ministry 
of Industry and Trade of the Russian Federation from 15 
November 2022 No. 4743. Consultant Plus: Мoscow. 2023.
4 Could be submitted on request by the authors of the article, 
limitation of volume of article did not allow to insert the table.

where 
,i tPI   —  production index of the 

i-industry in the t-period, 
,i tEX  — export 

volume of the i-industry in the t-period, 
,i tIM  —   

import volume of the i-industry in the t-period, 
�—tSAN  sanction index based on sensitive 

analysis in the t-period, tUSD  — exchange rate 
of the USD in the t-period, ,i tε  —  model error.

Bayesian vector autoregression (BVAR) will 
be the methodology for verifying the third 
hypothesis. The model used in the study is a 
five-dimensional vector auto-regression with 
lag 7 and using the associated normal Wishart 
inverse distribution, it can be represented by 
the formula (2).

           

7

,
1

�

� � � �

t jt

t jt

t j t j i t
j

t t j

t t j

PIPI
EXEX

IM c IM

SAN SAN

USD USD

−

−

−
=

−

−

            = + Φ + ε             

∑ ,  (2)

where tPI  — production index in the t-period,
tEX  —   export volume in the t-period, tIM  —  

import volume in the t-period, tSAN   —  
sanction index based on sensitive analysis in 
the t-period, tUSD  —  exchange rate of the USD 
in the t-period, c  —  vector constant, 

jΦ  —  
matrix of autoregression coefficients, ,i tε  —  
model error vector.

The sanction index will be calculated on the 
basis of sentiment analysis. We used articles 
from the news portal lenta.ru. Between 
January 2014 and March 2023, more than 
16 200 publications were uploaded under 
“economics” and “science and technology”. 
Only those that contained the word “sanction” 
or “ban” were selected, with a total of 1 960 
publications (of which approximately 1 700 
belong to the “economics” section). We cleared 
the texts of stop-words and unnecessary 
characters and lemmatized. Our methodology 
for developing a sanction index included 
several stages of content analysis of the 
empirical data collected, including: evaluation 
of the frequency of words and phrases; 
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correlation analysis, in which we focus on 
the relationship between words and the term 

“sanction” in order to find the most important 
words for the index case analysis based on the 
BERT neural network [20] in order to assess 
the context of sanctions-related issues and 
to develop keywords. The first stage is the 
frequency analysis presented in Table 2.

In the second phase of text analysis, we 
analyzed the correlation factors, the results are 
presented in Table 3.

First and foremost, the media discussed the 
source, direction and nature of the sanctions 
(Table 3). They allow the development of the 
dictionary index along with the frequency 
list, but we have also chosen to perform a 
case analysis with the support of the neural 
network BERT. The resulting SAN sanctions 
index dictionary consists of the following words 
and phrases: sanction, economic sanctions, 
restriction, ban, blockade, block, barrier, import 
ban, export ban, hard sanctions, penalties, 
restrictive, embargo, retaliation, anti-Russian, 
west sanctity, sanction introduction, sanctions 

EU, Washington reaction, western sanction 
package, sanctions list, new sanction ban, 
supply ban, sanctuary pressure, import bans.

The result of the evaluation of the sanction 
index is displayed on Fig. 3. The data by year is 
averaged for visibility.

From Fig. 3 it can be seen that the main 
peaks of the imposition of sanctions fall at the 
beginning of the period in 2014, which is still the 
weakest, as well as 2018 and the end of 2021.

stUdY ResUlts
The author’s study is based on available 
macroeconomic data on the ten basic industries 
of the Russian economy from 2014 to 2021 
monthly —  a total of 960 observations for five 
indicators: production index (Rosstat 5), volume of 
exports and imports (FCS of Russia 6), sanctions 
index, exchange rate of the US dollar (CB of 

5 Rosstat. [Industrial statistics]. URL: https://rosstat.gov.ru/
enterprise_industrial (accessed on 05.03.2023).
6 Commodity structure of exports and imports. Federal 
Customs Service of the Russian Federation. URL: https://
customs.gov.ru/folder/502 (accessed on 05.03.2023).

Table 1
Import Substitution Scenarios in the Mining and Production of Mineral Products

time period 
(year)

type of scenario forecast

basic (realistic) optimistic* Pessimistic**

2022
Decrease in import volume by 11% (under 
the conditions of restriction of export-
import operations for Russia)

Reduction of imports 
by 4%

Growth of imports by 6%

2023
Growth of imports by 6% (with 
reorientation of industrial and economic 
activity and growth of economic activity)

Reduction of imports 
by 5%

Growth of imports by 8%

2024

Reduction of the volume of imports by 
5% (in the context of the transition to the 
implementation of the program plans of 
the Ministry of Trade of previous years)

Reduction of imports 
by 7%

Growth of imports by 5%

Source: Compiled by the authors.

Note: * Planned annual indicators of the Ministry of Industry and Trade (forecast changes y/y) [Order of the Ministry of Industry and Trade]; 

** Forecast data on indicators of the level of the period before the introduction of import substitution programs (forecast changes y/y).
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Table 2
Frequency of Words and Phrases

Word Frequency Word Frequency

Ban 795 Package of sanction 76

Restriction 749 Ban on import 68

Embargo 292 Delivery ban 64

Anti-russian 172 Economic sanction 61

Impose sanction 169 Export ban 42

Anti-russian sanction 153 European union sanction 41

Restrictive 142 Ruble depreciation 40

New sanction 137 Sanctions pressure 35

Restrictive measure 108 Import ban 35

Imposition of a sanction 102 Retaliation 29

Sanctions list 97 Strong sanction 28

Western sanction 90 Penalty charge 24

Bloc 84 Barrier 22

American sanction 76 Washington sanction 13

Package of sanction 76 Blockade 8

Source: Author’s calculations.

Table 3
analysis of Word Correlations with the Word “sanction”

Word Corr. coeff. Word Corr. coeff.

Against 0.887 Introduce 0.627

Relation 0.832 American 0.625

Enter 0.812 European Union 0.623

Restriction 0.807 Embargo 0.597

Intro 0.746 Threat 0.580

Anti-Russian 0.709 Ban 0.564

Party 0.702 State 0.530

New 0.696 Package 0.522

Measure 0.684 Penalty 0.495

Restrictive 0.661 Return 0.489

Response 0.650 European 0.446

Washington 0.644 Economic 0.418

Source: Author’s calculations.
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Fig. 3. Dynamics of the Sanctions Index SAN News Portal lenta.ru for 2014–2021
Source: Author’s calculations.

Table 4
Results of the Impact Assessment of Sanctions on Production

Model variables economy in general Mineral products Metallurgy

Export volume
0.001 0.007* –0.035

(0.001) (0.003) (0.034)

Import volume
0.019*** –0.424** 0.208*

(0.003) (0.206) (0.122)

Sanctions index
0.08*** 0.02*** –0.01**

(0.012) (0.003) (0.006)

Rate of USD
–0.003** –0.011*** 0.009**

(0.001) (0.000) (0.004)

Constant
1.01*** 1.513*** 0.616**

(0.056) (0.208) (0.289)

Adjusted R-squared 0.27 0.33 0.21

Source: Author’s calculations,

Note: p-value: * < 0,1; ** < 0,05; *** < 0,01.
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Russia 7). The results of the evaluation of the 
common model for all industries are presented 
in Table 4.

It may be assumed that the estimates of 
coefficients at the variable sanction index 
are significant both for the economy as 
a whole and for the industries of mineral 
products and metallurgical products at a 
level of significance of not less than 5%. At 
the same time, the sanctions have a positive 
impact on production in the economy as a 
whole and in the industry of mineral product 
production. For the metallurgical industry, 
the effect of sanctions is negative. The first 
hypothesis is confirmed for the metallurgical 
industry and disproved for the economy 
as a whole and for the mineral products 
industry. The second hypothesis is confirmed 
for the economy as a whole and for the 
metallurgical industry, and disproved for the 
mineral products industry.

7 CBR. Large Bayesian Vector Autoregression Model for Russian 
Economy. URL: https://cbr.ru/Content/Document/File/16740/
wps_1.pdf. (accessed on 05.03.2023).

To verify hypothesis 3, the authors used 
Bayesian vector autoregression. The forecasts 
obtained by applying this model to the authors’ 
data were adjusted to the indicators provided 
by the import substitution scenarios in the 
basic sectors of the economy of the Russian 
Federation to verify the hypothesis of the 
impact of import substitutes on the growth 
of production in these sectors. Based on the 
evaluation of the BVAR model, estimates of the 
value of the production index for 2022–2024 
for the mineral products production (Fig. 4) and 
metallurgy industries (Fig. 5) have been obtained.

According to the model forecast (Fig. 4) 
production in the mineral products industry 
will grow, and the growth rate will increase 
after 2023.

According to the model forecast (Fig. 5) 
the change in the production index in the 
metallurgy industry will be negative: in the first 
half of 2022, the index moves in a downward 
trend, then stabilizes, and by 2025, it will be 
approximately 1.12. Improved forecasts are 
adjusted to the import substitution scenario 

 Fig. 4. Forecast of the Production Index in the Mineral Products Industry for 2022–2024
Source: Author’s calculations.
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Fig. 5. Forecast of the Production Index in the Metallurgy Industry for 2022–2024
Source: Author’s calculations.

Fig. 6. Forecast of the Production Index in the Mineral Products Industry for 2022–2024
Source: Author’s calculations.
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(basic, optimistic, pessimistic —  according to 
the programs of the Ministry of Trade, Table 
2, 3) and are again aimed at modeling. The 
results of the evaluation of the model are 
based on scenario data production forecasts 
for the mineral products industry (Fig. 6) and 
the metallurgical industry (Fig. 7), based on the 
implementation of scenarios by the Ministry of 
Trade.

According to the forecast (Fig. 6) the 
mineral products industry will develop within 
the framework of a growing trend. After 
the implementation of the basic scenario 
of the Ministry of Trade (unstable, shock 
reduction of imports), Table 2, in the short 
term there will be a “boom” of production in 
the industry; in the long-term, the index of 
production still remains high, but before this 
adjusted almost to stagnation in the period 
from mid-2023 to the Q2 of 2024. With the 
implementation of the optimistic scenario 
(progressive steady decline in imports) in 
Table 2, a stable positive dynamic of the 
production index is forecast up to 2025. In the 
context of the pessimistic scenario (increase 
in imports, depletion of import substitution), 
as shown in Table 2, a sharp decline in the 
production index is forecast by the middle 
of 2022, and subsequent stagnation means 
a slight recovery in production growth will 

occur only by 2025. Table 5 presents the 
results of the forecast of the production index 
and the verification of hypotheses 3a and 3b 
for the mineral products industry.

According to the forecast (Fig. 7), the 
metallurgical industry will be less secure, and 
while production will increase (on average) 
during the next three years, the trends in some 
scenarios will be disappointing.

With the implementation of the base 
scenario of the Ministry of Trade (unstable, 
shock reduction of imports), Table 3, in the 
short term there will be a sharp decline of 
production —  the index will be in the reduction 
zone of production; in the long-term, the 
index of production will still remain at levels 
characteristic of reduction but will go into the 
zone of recovery in the middle of 2023 —  early 
2024, by 2025 it will stabilize in the area of 
unit growth (its absence). With the realization 
of the optimistic scenario (progressive steady 
decline in imports), Table 3, a stable negative 
dynamic of the production index is forecast 
until 2025, which is explained by the positive 
impact of imports on the index of production, 
Table 6 (results of the assessment of the impact 
of sanctions on production), that is, the need 
for imports; by the end of 2024, the index, with 
this scenario, will be in the zone of reduction of 
production.

Table 5
Results of Scenario Forecasting of the Production Index in the Mineral Products Industry and 

Verification of Hypotheses

Production index

import substitution scenario

basic optimistic Pessimistic

In the short-term (as of early 2023) 1.42 1.25 0.97

Hypothesis 3а Disproved Disproved Confirmed

In the long-term (at the end of 2024) 1.31 1.37 1.04

Hypothesis 3b Confirmed Confirmed Confirmed

Source: Compiled by the authors.
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In the pessimistic scenario (increased 
imports, no import substitution), Table 3, a 
stable high production index is forecast until 
2025. Table 6 presents the results of the forecast 
of the production index and the verification 

of hypotheses 3a and 3b for the metallurgical 
industry.

As a result of the assessment of the impact 
of sanctions on the production index in 
the economy as a whole and in some basic 

 Fig. 7. Forecast of the Production Index in the Metallurgical Industry for 2022–2024
Source: Author’s calculations.

Table 6
Results of Scenario Forecasting of the Production Index in the Mineral Products Industry and 

Verification of Hypotheses

Production index
import substitution scenario

basic optimistic Pessimistic

In the short-term (as of early 2023) 0.84 0.96 1.21

Hypothesis 3а Confirmed Confirmed Disproved

In the long-term (at the end of 2024) 1.01 0.99 1.14

Hypothesis 3b Confirmed Disproved Confirmed

Source: Compiled by the authors.
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industries, the results for different industries 
have been demonstrated to be ambiguous, so 
in the industry of mineral products, sanctions 
have a positive effect on the metallurgical 
industry —  a negative. The paper demonstrates 
the relevance of a sector-specific approach to 
the implementation of the import substitution 
policy in view of its time horizon. For example, 
for the mineral products industry, the current 
import substitution policy can be considered 
effective in terms of the forecast of the 
production index, while for the metallurgical 
industry, the import replacement policy needs 
to be revised.

Due to the decrease in the volume of imports 
in 2022 by 13% in the base scenario of the 
Ministry of Trade, the production index will fall 
from 1.18 at the beginning to 0.84 at the end 
of 2022. As a result, in contrast to the mineral 
products industry, hypothesis 3a of the negative 
impact of import substitution on the short-term 
production index in metallurgy is confirmed 
for all scenarios, preserving the pessimistic 
one. In turn, hypothesis 3b of the long-term 
positive impact of import substitution on the 
output index is confirmed for the underlying and 
pessimistic scenarios in the mineral products 
industry and rejected for an optimistic scenario 
in the metallurgy industry.

CoNClUsioN
The study’s authors determine that the 
extent to which industries require imported 
components or equipment influences the 
effects of import substitution policy on 
production in these industries. With required 
import substitution, the industries affected 
must undergo structural transformations, 
which wil l  be accompanied by output 
compression over a three-year horizon; the 
impact of import replacement policy on output 
in the underlying industries is one-way, as they 
often involve two interconnected phenomena. 
Import substitution policy parameters 
should be defined primarily on the basis of 
the industry-specific need to pursue such a 
policy: where the import substitute elements 
are structurally significant in the industry’s 
production chain, their import substitution 
would involve the risk of compression of 
output.

Further research could include adapting 
stochastic models to the needs of forecasting 
the results of import substitution programs 
in order to account for the probability of 
describing the degree of success of the policy 
in specific sectors and determining the 
significance of changes in relevant economic 
indicators.
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iNtRodUCtioN
A dynamic entrepreneurial culture and a 
strong national innovation ecosystem are key 
catalysts for improving the socio-economic 
well-being of countries around the world. 
There are numerous studies examining the 
relationship between innovation, business 
activity and economic growth [1]. Although 
there is a theoretical understanding of the basics 
of these three variables’ interactions, research 
indicates that the causal relationships among 
them are properly complex and are supported 
by factors impacting them. Research on the 
microeconomic foundations (entrepreneurship) 
of macroeconomics (innovation and growth) 
continues to evolve, and factors that define the 
underlying structure of the economy continue 
to be the subject of discussion and research [2]. 
Within the framework of the new growth theory 
of macroeconomics, there is a popular belief that 
long-term economic growth is determined by 
technological progress supported by investments 
in human capital, research and innovation 
activity [3].

At the same time, there are also extensive 
studies that show that entrepreneurial culture 
is crucial to creating a dynamic economic 
environment that is capable of attracting capital, 
creative talent, networking and other resources 
to stimulate innovation and economic growth. 
Many important conclusions can be highlighted 
in which the authors examine the relationship 
between business activity, the national 
innovation ecosystem, and the increasing impact 
of other traditional factors of production on 
economic growth [3]. According to these studies, 
business contributes to the economy through 
a number of directions, including investment 
in resources to produce goods and services 
that satisfy market demands; job creation; 
revitalization of industrial clusters, creation of 
innovation accelerators and special economic 
regions; development and maintenance of 
regional trade and cooperation; investment 
in research; introduction of new market 
innovations; corporate social responsibility; 
increasing competition in the market, leading 

to improved service quality and cost structure; 
and continuous improvement of products and 
processes. The authors of the above-mentioned 
studies also show that large firms benefit from a 
well-developed network of suppliers consisting 
of small firms that provide cost-effective, timely 
and high-quality services. The interactions of 
these economic agents result in the formation 
of strong industrial clusters and economic 
regions, which improve the national economy’s 
competitiveness. As noted by M. Porter [4], 
strong clusters are increasingly becoming an 
important basis for the formation of global 
supply chains, which contribute to improving 
the economic performance and competitiveness 
of firms, regions and states.

Based on the effective “spillover effects” of 
business activity, most of the world’s advanced 
governments have invested significantly in 
company development and strengthening 
innovative ecosystems [5]. The most illustrative 
example here is the experience of the European 
Union presenting a 10-year plan in 2010,1 to 
promote “smart”, sustainable and inclusive 
economic growth in the eurozone [6]. According 
to this document, “smart” growth is defined as 

“development of a knowledge- and innovation-
based economy”; sustainable growth as 

“contributing to a more resource-efficient, 
environmentally friendly and competitive 
economy”; and inclusive growth as “contributing 
to an economy with a high level of employment 
that provides social and territorial integration” [6, 
7]. Furthermore, according to the plan, business 
activity and innovation are key to sustainable 
economic growth, job creation and an improved 
quality of life in Europe.

At the same time, despite numerous 
theoretical and empirical studies in which 
authors demonstrate the relationship between 
innovation, business activity, and economic 
growth, very few studies have quantified 
the endogenous relationship between these 
variables using appropriate econometric 

1 A Sustainable Europe by 2030. European Commission. URL: 
https://commission.europa.eu/publications/sustainable-
europe-2030_en (accessed on 14.07.2023).
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analysis, specifically to assess the direction 
of the cause-and-effect relationship between 
those variables in the short- and long-term 
dynamics. Consequently, the main objective of 
this article is to study an integrated approach to 
defining the conditions for the co-integration 
of technological innovations and business 
activity in order to stimulate their economic 
growth. Another purpose is to try to identify 
the macroeconomic implications of the results 
obtained.

theoRetiCal aNd MethodoloGiCal 
ANALYSIS AND HYPOTHETICAL BASES 

OF RESEARCH
According to macroeconomic theory, the 
concepts “innovation” and “business activity” 
have a wide range of definitions. In particular, 
J. Schumpeter [8, 9] identified five different 
types of innovation: the introduction of new 
products and services; the implementation of 
new methods that lead to process improvement; 
the entry into new and diverse markets; the 
acquisition of new sources of resources for 
the production of goods and services, and the 
establishment of new business models and 
industrial systems that prevent the formation 
of monopolistic market structures. Although 
the characteristics given by J. Schumpeter cover 
several types of innovation, the definition of 
innovation has not changed much during this 
time. Next, consider the M. D. Plessis definition 
[10], which describes innovation as “creating new 
knowledge and ideas to promote new business 
results aimed at improving internal business 
processes and structures and creating market-
oriented products and services”. Thus, as certain 
types of innovation change over time because of 
their very nature, the idea of innovation remains 
fundamentally the same.

The entrepreneur is often recognized as 
the primary driver of corporate activity. There 
are numerous definitions and explanations 
of entrepreneurs in macroeconomic theory. 
According to J. Schumpeter’s definition [8, 9], an 
entrepreneur is defined as someone who carries 
out manufacturing processes using numerous 

possible combinations, providing him with a 
strategic market advantage and allowing him 
to generate entrepreneurial profit. Further, 
F. Knight [11] describes an entrepreneur as a 
person who assumes “assumed risks” and turns 
uncertain ventures into productive results. 
H. Leibenstein [12] characterizes entrepreneurs 
as “…institutions that create a dynamic 
corporate culture that contributes to reducing 
organizational entropy and inefficiency”. The 
definition of individual modern researchers is 
interesting. In particular, D. Salman [13] defines 
an entrepreneur as “…an innovator inclined 
to risk, who contributes to economic growth 
by undertaking creative efforts to produce 
new products and services that will enable 
the enterprise to compete in international 
markets”. In his research, R. Seymour [14] 
notes that entrepreneurship is often directed 
by professional managers, not “entrepreneurs”, 
and that companies themselves can be 
entrepreneurial.

Since the introduction of the R. Solow growth 
model [15, 16] in the 1950s, the role of technical 
innovation in economic growth has received 
significant attention. Developing his concept 
and based on the theoretical model of R. Solow, 
P. Romer [3] introduced the endogenous growth 
model, which showed that investments in human 
capital led to the dissemination of knowledge 
and technological substitution, and all of this 
together contributes to economic growth. Later, 
J. Schmitz [17] improved the endogenous growth 
model by incorporating the role of employees 
and entrepreneurs in creating economic wealth. 
Calculations based on this model showed that 
the growth of entrepreneurship in the economy 
creates additional resources for economic 
growth. The J. Schmitz model was further 
expanded by C. Michelacci [18], who included 
two types of economic agents —  researchers and 
entrepreneurs, which are necessary to stimulate 
innovation and economic growth. According to 
C. Michelacci, the primary role of researchers 
is to create inventions, whereas the role of 
entrepreneurs is to obtain commercial benefits 
from these inventions. C. Michelacci’s model 
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demonstrates that supporting entrepreneurship 
to utilize the business value of research may 
increase innovation and thus economic growth. 
In addition, Z. Acs and S. Estrin [19] proposed 
a theory of knowledge distribution in their 
collaborative research, demonstrating that 
economic agents that acquire new knowledge 
through research and other innovative activities 
prefer to use opportunities to extract value 
from that knowledge. This theory suggests that 
the economic benefits of the “spillover effects 
of knowledge dissemination” will lead to the 
activation of entrepreneurship. In a number 
of other similar studies, the authors showed 
that entrepreneurship is crucial to stimulating 
innovation and economic growth.

aNalYsis oF MaCRodYNaMiC 
eValUatioN MethodoloGY oF 

eNdoGeNiC RelatioNs betWeeN 
iNVested iNdiCatoRs

As noted above, although the relationship 
between innovation, business activity and 
economic growth has been studied, there is still 
no consensus on the causal relationship between 
them. Moreover, empirical studies of these 
relationships typically use a two-dimensional 
model and therefore consider only two of these 
variables at any given time. In the present study, 
an advanced two-dimensional model is used 
for the macrodynamic evaluation between all 
three variables by the author using the Granger 
causality panel tests. Given the simultaneous 
consideration of all three variables, the author’s 
model enables two important macroeconomic 
aspects of economic growth to be covered: firstly, 
the impact of public policy aimed at stimulating 
innovation, in the presence (i. e. taking into 
consideration) business activity; secondly, 
influence of public policy designed to stimulate 
business activity when there are (i. e. taking into 
consideration) innovations. Furthermore, the use 
of long-term time series data (2000–2018) allows 
us to explore the short-term and longer-term 
interactions between the three variables. The 
survey is conducted for 20 eurozone countries 
using annual time series data from the annual 

World Economic Situation and Prospects 2 
and Global Entrepreneurship Monitor.3 The 
following indicators are included in the model 
for analysis: real per capita economic growth 
( pcREG ) and seven different indicators of 
innovative development ( INNODEV ): number 
of patent applications submitted by both 
residents and non-residents (per thousand 
population) ( PATAPPL ); number of trademark 
applications by both residents and non-residents 
(per thousand population) (TMAPPL ); number 
of R&D researchers (per thousand population) 
( RAND ); number of publications in scientific 
and technical journals (per thousand population) 
( PSTJ ); R&D expenditure (in percentage of 
GDP) ( RANDE ); volume of exports of high-tech 
products and services (in percentage of GDP) 
( HTEX ); consolidated index of innovation 
development (TIINNODEV ), which represents 
the weighted average of all seven innovation 
development indicators.

With reference to the research on the 
Granger causality relationship between 
innovation, business activity, and economic 
growth, the inclusion of all seven indicators 
in the model could indicate a representative 
aspect of innovation development. Similarly, 
the importance of individual indicators of 
innovation varies from study to study. For 
example, R. Pradhan [20] considers that the 
number of patent applications (release rate) 
and R&D expenditure (cost rate) are important 
in regulating long-term economic growth in 
high-income OECD countries, but T. Brenner 
[21] suspects that publications in scientific 
and technical journals (rule rate) and R&D 
expenditure (custom rate) are important in 
regulating long-run economic growth in the 
group of developed and developing countries. For 
business activity ( )BA  in this model, the author 
uses three indicators, expressed as a percentage 
of the population aged 18 to 64. Total early-stage 

2 World Economic Situation and Prospects. URL: https://www.
un.org/development/desa/dpad/publication/world-economic-
situation-and-prospects (accessed on 14.07.2023).
3 Global Entrepreneurship Monitor (GEM). URL: https://www.
gemconsortium.org/report/50213 (accessed on 14.07.2023).
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business activity (TBAI ) takes into account the 
percentage of the population who are either 
start-up entrepreneurs or owners-managers 
of a new business. Potential business activity 
( PBA ) is the percentage of the population that 
believes that they have the necessary skills 
and knowledge to start a business. Finally, the 
Local Business Activity Index ( LBA ) takes into 
account the percentage of people who believe 
that there are good opportunities to start a 
business in the area where they live. The present 
study examines three samples and seven cases 
based on three business activity indicators and 
seven innovation indicators. All variables are 
measured at constant prices of 2000 in USD. To 
normalize these variables, they are converted 
into natural logarithms. The set of dynamic 
panel regressions is measured according to the 
following equations:
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where �—�∆ first multiplier operator; i  —  
country; t  —  period, and  ε  —  random error. 
Innovative development INNODEV  is defined 
by the variable PATAPPL , TMAPPL , RAND , 

,PSTJ  RANDE , HTEX , and  ;TIINNODEV  and 
business activity ( )BA  is determined by variables 
TBAI , PBA  and  LBA . In addition, ,δ  θ  and d  
are delayed durations for differential variables of 
corresponding equations and can be determined 
by the Engle-Granger equation. Equations with 

delayed correction of ( 1itECT − ) errors are derived 
from long-term equilibrium properties inherent 
in equations (1)–(3). Equations with delayed 
error correction ( ECT ) represent long-term 
dynamics, while differential variables represent 
short-term. For short-term cause-and-effect 
relationships, if the zero hypothesis 1 ,�in  

2 3� � ��in inили  is rejected, then there is a Granger 
causality relationship directed from the 
INNODEV  variable to the 

pcREG  variable 
(or from 

pcREG  to  INNODEV ). If the co-zero 
hypothesis 1 0,�in =  2 30� � 0in inили= =   is deviant, 
then there is a Granger causality relationship 
from the variable BA  to  pcREG  (or from REGpc κ 
BA).  To confirm long-term causal relations, the 
zero hypothesis ( 1 0iϕ = , 2 �iϕ = 0 and  3 �iϕ = 0) 
must be rejected. The above tests are performed 
using the Wald test.

EMPIRICAL ANALYSIS 
OF THE RESuLTS OF THE EVALuATION 

OF THE INVESTIGATED  
iNdiCatoRs’ Co-iNteGRatioN

As already mentioned, the (VECM) is used in 
this study to explore possible Granger causality 
relationships between innovation, business 
activity and economic growth. The first step 
involves determining the order of integration 
and the presence/absence of co-integration 
between the three sets of variables. For this 
purpose, three panel modular root tests are used, 
namely the Levin-Lin-Chu test, the advanced 
Dickey-Fuller test and the Phillips-Perron test, to 
determine the order of integration of variables 
in our panel. The summary results of these tests 
show that all variables are integrated in the 
first order (see Appendix, Table. 1). The results 
indicate the possibility of integrating innovation, 
business activity, and economic growth. 
Furthermore, the Johansen panel co-integration 
test is used to evaluate the hypothesis that 
these three sets of data have a long-term 
relationship. The results of this test confirm the 
existence of a long-term balanced relationship 
between innovation, business activity and 
economic growth in all three samples and in 
seven cases within each sample (see Appendix, 
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Table 2). The results confirm the correctness 
of using the vector error correction model to 
identify possible Granger causality relationships 
between innovation, business activity and 
economic growth (see Appendix, Table 3). This 
table presents the long-term results of the 
Granger causality relationships, which are 
determined by determining the statistical 
significance of coefficients ( 1−itECT ). It was 
found that when pcREG  is a dependent variable, 
the error correction delay coefficients (ECT) are 
statistically significant at the level of 1%. This 
indicates that, as a result of developments in 
both innovation and business activity, economic 
growth is approaching its long-term balancing 
trajectory. It is important to note that this is 
true for all of the situations in this sample (see 
Appendix, Table 3).

The above arguments support the hypothesis 
that both innovation and business activity have 
a significant influence on economic growth in 
eurozone countries. The consequence of this 
unambiguous conclusion is that it is essential 
to promote both innovation and business to 
stimulate long-term economic growth. However, 
short-term results are not always the same (see 
Appendix, Table 4). They show the heterogeneity 
of the Granger causality relationships and 
demonstrate that the dynamics of the short-time 
adjustment differ in the three samples and seven 
cases. Table 4 of the Appendix on the correlation 
between economic growth and innovation shows 
that 16 out of 21 cases confirm the feedback 
hypothesis, whereas four cases confirm supply 
economy 1 and one case confirms neutrality 
4. As far as the relationship between economic 
growth and business activity is concerned, 11 out 
of 21 cases confirm hypothesis 1, based on the 
economy of supply, six cases confirm hypothesis 
2, based on the demand economy, and four cases 
confirm the author’s researched hypothesis 3, 
which testifies to feedback. Finally, as far as the 
relationship between innovation and business 
activity is concerned, the results show that in six 
out of 21 cases hypothesis 2 based on demand 
economy is confirmed, in eight cases hypothesis 
1 based on supply economy, in five cases 

hypothesis 3 based on feedback, and in two cases, 
hypotheses 4 based on neutrality are confirmed.

Although short-term results are not always 
the same and sometimes depend on approaches 
to the definition of innovation and business 
activity, even in the short-term dynamics, 
important causal links between variables are 
revealed. In other words, hypothesis 4, which 
indicates neutrality, is confirmed in very few 
cases. This includes a short-term link between 
innovation and business activity, where factual 
evidence indicates a strong short-term link 
between these two variables. The general 
conclusion must therefore be that there are 
many short-term changes between variables. 
Moreover, all the long-term dynamics point to 
the same result, namely that innovation and 
business are key factors in economic growth. 
The author additionally conducted many more 
experiments to guarantee the reliability of the 
results. The formal requirements for publication 
greatly limit the scope of the article and do not 
allow full disclosure of the details of the test 
checks, and here are only the results. So, the 
results show the following. First, fully modified 
assessments of the least squares method (LSM) 
and dynamic LSM show that both innovation 
and business activity have a positive impact 
on economic growth. Secondly, the order of 
the vector error correction model has been 
changed. There were no significant changes 
compared to the previous results presented 
in Table 3 of the Appendix. Thirdly, the method 
of generalized decomposition of forecast error 
dispersion (GFEVDs) based on generalized pulse 
characterization functions similar to Lanne-
Newberg was used to verify the accuracy of 
the causality relationship between innovation, 
business activity and economic growth. The 
dispersion decomposition shows the expected 
percentage change of the dependent variable, 
explained by the expected percent changes of the 
independent variables on the forecast horizon 
beyond the sample period of the study. One of 
the greatest advantages of this approach, similar 
to the orthogonalized decomposition of the 
forecast error dispersion, is that it is insensitive 
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to the order of variables, since the order is 
unambiguously determined by the VAR system. 
Furthermore, the generalized decomposition 
approach of the forecast error dispersion assesses 
the simultaneous impact of shocks on variables; 
for example, it describes different degrees of 
shock caused by innovation and business activity 
for economic growth. The estimates obtained 
from this approach support the argument that in 
the eurozone countries, innovation and business 
activity will continue to influence economic 
growth over a long period of time.

CoNClUsioN
The results of this study, based on the example 
of eurozone countries, show that the long-
term and short-term impact of innovation and 
business activity on economic growth is obvious. 
They promote long-term economic growth 
despite the heterogeneity of short-term results. 
Although, even the short-term dynamics, there 
are strong endogenous links between innovation, 
business activity and economic growth, all three 

variables are closely interrelated. Thus, as a 
priority measure of a macroeconomic nature 
that the Government of the Russian Federation 
must take, it can be identified to stimulate 
innovation and business activity in order to 
take advantage in the short-term of the obvious 
causality relationships between these variables. 
Furthermore, regardless of how we define these 
variables, promoting innovation and business is 
a long-term strategy.

Thus, the empirical results obtained from 
the study of the experiences of the eurozone 
countries support the idea that long-term 
economic growth in the Russian Federation 
will depend on a carefully organized national 
innovation ecosystem that promotes both a 
dynamic business culture and an innovative 
climate in all regions. Strong support for 
innovation and business activity will boost the 
competitiveness of the economy’s existing 
sectors, and the combination of these two 
variables will result in the formation of new 
sources of economic growth.
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APPENDIX

Table 1
Summary Table of Empirical Results of Levin-Lin-Chu, Dickey-Fuller, Phillips-Perron Panel Tests 
between sets of Variables of innovative development, business activity and economic Growth

Variables 
name

test results

Indicators of the differential of the first order level indicators

levin-lin-Chu 
test

dickey-Fuller 
test

Phillips-
Perron test

levin-lin-Chu 
test

dickey-Fuller 
test

Phillips-
Perron test

 TBAI –13.932 151.632 234.9 0.65988 11.664 21.924

 PBA –15.336 154.332 226.692 –0.5292 15.012 17.604

 LBA –11.232 115.02 166.428 0.7344 12.9276 14.0292

 PATAPPL –11.124 135.756 206.604 0.96012 26.244 26.892

 TMAPPL –8.64 125.388 181.548 –0.864 17.604 93.852

 RAND –6.7068 91.692 160.704 –0.4104 20.736 148.824

 PSTJ –4.2984 52.596 90.5904 –0.9288 11.448 137.808

 RANDE –7.2144 92.664 159.732 1.3824 18.252 49.896

 HTEX –10.0656 144.396 195.804 0.5832 17.928 65.016

 
INNODEV –5.3028 78.3 46.7748 1.2636 17.064 11.556

 pcREG –19.872 300.996 414.072 0.7884 22.248 30.348

Source: Author’s calculations based on statistical data obtained from annual surveys on world economic development and global 

monitoring of business activity. World Economic Situation and Prospects. URL: https://www.un.org/development/desa/dpad/

publication/world-economic-situation-and-prospects (accessed on 14.07.2023). Global Entrepreneurship Monitor (GEM). URL: 

https://www.gemconsortium.org/report/50213 (accessed on 14.07.2023).
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Table 4
summary table of Results of Granger’s short-term Causal Relationship

sample 
number sequence of cases

directions of interaction between variables

INNODEV  and  BA INNODEV  and  pcREG BA  and  pcREG

1

1  
PATAPPL TBAI↔

 pcPATAPPL REG→  
pcTBAI REG→

2  
�TMAPPL TBAI→

 pcTMAPPL REG→  
pcTBAI REG→

3  
�RAND TBAI←

 pcRAND REG↔  
pcTBAI REG→

4  
PSTJ TBAI←

 pcPSTJ REG↔  
pcTBAI REG→

5  
�RANDE TBAI→

 pcRANDE REG↔  
pcTBAI REG→

6  
�HTEX TBAI↔

 pcHTEX REG↔  
pcTBAI REG→

7
 �TIINNODEV TBAI↔  

pcTIINNODEV REG↔  
pcTBAI REG→

2

1  
PATAPPL PBA←

 pcPATAPPL REG↔ pcPBA REG↔

2  
� �TMAPPL PBA∅

 
� � pcTMAPPL REG∅ pcPBA REG→

3  
�RAND PBA↔

 pcRAND REG↔ pcPBA REG→

4  
PSTJ PBA↔

 pcPSTJ REG↔ pcPBA REG→

5  
�RANDE PBA←

 pcRANDE REG↔ pcPBA REG↔

6  
�HTEX PBA←

 pcHTEX REG↔ pcPBA REG↔

7
 �TIINNODEV PBA←  

pcTIINNODEV REG↔ pcPBA REG↔

3

1  
PATAPPL LBA←

 pcPATAPPL REG↔ pcLBA REG←

2  � �TMAPPL LBA→  
�� pcTMAPPL REG→ pcLBA REG←

3  
�RAND LBA←

 pcRAND REG↔ pcLBA REG←

4  
PSTJ LBA→

 pcPSTJ REG↔ pcLBA REG→

5  
�RANDE LBA→

 pcRANDE REG↔ pcLBA REG←

6  
� ��HTEX LBA∅

 pcHTEX REG→ pcLBA REG←

7
 �TIINNODEV LBA→  

pcTIINNODEV REG↔ pcLBA REG←

Source: Author’s calculations based on statistical data obtained from annual surveys on world economic development and global 

monitoring of business activity. World Economic Situation and Prospects. URL: https://www.un.org/development/desa/dpad/

publication/world-economic-situation-and-prospects (accessed on 14.07.2023). Global Entrepreneurship Monitor (GEM). URL: 

https://www.gemconsortium.org/report/50213 (accessed on 14.07.2023).
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iNtRodUCtioN
Missing data is a common problem in many 
empirical studies. It is also found in finance, 
especially when it comes to emerging, low-
liquidity markets. The presence of gaps in the 
data complicates the assessment of financial 
models and may distort conclusions. Market 
data gaps can arise for a variety of reasons, for 
example, due to low liquidity of the instrument, 
data censoring, or the filtering of outliers.

In liquid developed markets, the problem 
of missing data is generally ignored because 
missing observations are not frequent. 
Researchers focus more on model specification 
rather than on data quality issues.

In less liquid markets, missing observation 
are more frequent. Simply removing gaps in data 
can lead to the loss of important information. 
Therefore, researchers often pre-process the 
data. The choice of the method for missing 
data treatment is usually made ad-hoc, and the 
processing of the data itself is an auxiliary step 

on the way to answering the main research 
questions.

In the paper, we explore the treatment of 
missing observations in market data in more 
detail in relation to the task of estimating the 
bond yield curve. Our goal is to develop practical 
recommendations on how to deal with gaps in 
market data when estimating the term structure 
of interest rates.

To illustrate the problem and its possible 
solutions in practice, we use data on the trading 
of Russian Federal Loan Bonds (further —  FLBs). 
We investigate how filling gaps in the trading 
data affects the estimation quality of the yield 
curve. This is an important topic subject since 
yield curve estimation in emerging markets 
is sometimes negatively impacted by gaps in 
market data [1].

The novelty of the paper is the application of 
statistical tools from the field of incomplete data 
analysis to the tasks of financial engineering. 
We show that the issues of data quality and 
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completeness in emerging markets require no 
less attention than the questions of financial 
model choice.

liteRatURe ReVieW
In statistical science, there is a separate area 
dedicated to the formal analysis of missing data 
[2–4]. Data gaps are dangerous for two reasons. 
First, they can lead to shifted estimates of model 
parameters. Second, they increase the standard 
error of model coefficients and reduce the power 
of statistical tests [5].

One can safely remove the gaps from the 
analysis only if they are completely random, 
i. e. they are not dependent on their own non-
observed values or on the values of other 
observations. If missing observations are 
simply random, i. e. they do not depend on their 
own missed value, but on the values of other 
parameters, then missed data can be restored by 
means of conditional imputation. If gaps are not 
random, then to fill them, you need to know the 
process that generates the gaps [3].

Gaps in market data can be both random and 
non-random. Non-random gaps can arise, for 
example, when trade in a stock or bond stops 
due to an unexpected decline in the price of the 
stock or bond (for example, suspension of trading 
in the Russian market in February–March 2022). 
Such cases must be examined independently, 
with special emphasis on the reasons behind 
missing observations.

With random missing data, on the contrary, 
you can work effectively. There are two ways to 
do this. The first option is to adapt the model 
to address data gaps. This is a more correct 
way, but it complicates the model, depends 
on its properties and specifications, and is not 
universal. Please refer to [6–8] for the description 
of missing data treatment in yield curve 
estimation tasks.

The second option to work with gaps is to 
pre-fill gaps in the data. The advantages of the 
approach are its ability to retain a simple original 
model, as well as to use the processed data for 
other purposes. As part of our study, we are 
considering this more general option.

In practice, the most common solution to the 
problem is to remove gaps [9]. This is a simple 
solution, but it leads to the loss of some important 
information. In some situations, it may be useful 
to impute the missing data. A general overview of 
possible data imputation methods is presented 
in the papers [10, 11]. With regards to financial 
problems, both advanced methods of filling gaps in 
the data are used (EM-algorithm [12, 13], Bayesian 
model with Markov chain Monte Carlo [14]), as 
well as simpler methods (last observation carried 
forward [15] and the last weighted value [16]). In 
the cited examples methods for missing market 
data treatment are chosen without much of 
justification. There is usually no description of how 
the strategy used to fill gaps influences the results 
achieved. Data imputation is mentioned only as an 
intermediate step towards answering key research 
questions. In this regard, it is important to address 
the problem of missing market data in greater 
detail and to compare the methods of processing 
them for financial objectives.

MethodoloGY
Yield curve estimation models

We illustrate the importance of the problem of 
processing gaps in market data with an example 
of constructing a yield curve in a bond market. 
The yield curve shows the relationship between 
interest rates and maturity. It has multiple 
practical uses ranging from macroeconomic 
forecasting to risk management and pricing 
of financial instruments. In emerging markets, 
estimation of the yield curve is often complicated 
by gaps in market data [1]. Therefore, the task 
of implying the yield curve from the data with 
missing observations seems important and 
relevant.

There are many models for yield curve 
estimation. All of them are based on the general 
principle that information about the unobserved 
yield curve is derived from observed market 
information, for example, from the prices of 
coupon bonds. An overview of yield curve models 
can be found in the paper [17].

When choosing the current interest rate 
term structure model, the quantity and quality 
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of data available for calibration must be taken 
into account [18]. The model should be as 
complex and accurate as the available data 
allows. Where the number of available data is 
limited, conservative assumptions and simpler 
models should be used. Therefore, for market 
data with gaps, it is advisable to consider two 
models of the yield curve with varying degrees of 
data quality sensitivity. We select a very simple 
but stable Nelson-Siegel yield curve model [19] 
and a more flexible but less stable interest-rate 
bootstrapping method [20].

The Nelson-Siegel model in the factor 
specification [21] describes the yield ( )y τ  for 
maturity τ  with the following equation:

( ) ( )1 2 3

1 1
,

e e
y e

−λτ −λτ
−λτ   − −τ = β + β + β − + ε τ   λτ λτ   

  (1)

where { }1 2 3,� ,� ,��θ = β β β λ  — model parameters 
vector, and; ( )ε τ  —  error.

In fact, the rate of ( )y τ  in the model is the 
weighted sum of three factors, where factors are 
weighted by 1 2 3,� ,�β β β . These weights can be 
interpreted as the level, slope and curvature of 
the yield curve. The fourth parameter λ  
describes the relative position of the curvature 
on the chart.

The Nelson-Siegel model captures quite well 
the empirically observed shapes of the yield 
curve. Therefore, it is used some way by many 
financial institutions.1 In particular, the model 
of the G-curve of the Moscow Stock Exchange 2 is 
based on the Nelson-Siegel variation of the yield 
curve. The model is also popular in emerging 
markets and low-liquidity markets, as it has 
only four parameters that can be conveniently 
calibrated to a small set of market data available 
[22, 23].

Estimation of model parameters can be 
done by minimizing the average square error of 
revaluation of bond yields, or directly from the 
bond prices. A description of technical details 

1 Bank of International Settlements. Zero-coupon yield curves: 
Technical documentation. BIS Papers. 2005;(25).
2 MOEX (2021). Zero-coupon Yield Curve for Sovereign Bonds. 
https://www.moex.com/a3642 (accessed on 09.11.2022).

behind the yield curve estimation can be found, 
for example, in paper [24]. We choose to calibrate 
the yield curve model directly to the coupon 
bond prices, because zero-coupon yields on the 
FLB market are not observed directly.

If the vector P , of coupon bond prices is given, 
the task of estimating the parameters of the yield 
curve is described by the following equations:

              
  ( ) 2argmin ( ) ,�

N

i i
i

P P
θ

θ = θ −∑   (2)

                       



( )
1

,
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J
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P CF e
− τ τ

=

= ∑   (3)

where j  —  serial number of cash flow; J  —   total 
number of cash flows, and; ( )ijy τ  —   zero-coupon 
rate, corresponding to the time ijτ  till payment of  

ijCF  on the bond i . In fact, the model is 
estimated as a classical regression, so all data 
instabilities are smoothed at the calibration 
stage.

Bootstrap is a more data-sensitive method. It 
is based on the idea of sequential calculation of 
the zero-coupon rate in order of increasing the 
maturity of bonds. Given the values of bonds 
at various maturities, you may iteratively find 
zero-coupon interest rates using the bootstrap. 
The produced curve is an exact fit to the original 
market data.

Formally, the bootstrap logic can be written as 
follows. Suppose we have a set of bonds � iP , 1...i N∈  
at with maturities 1...Jτ ∈ . Then the price of each 
bond can be represented as the sum of its 
discounted future streams:


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 (4)

The system of equations (4) can be solved 
by the iterative method by replacing the found 
zero-coupon yields from the first equations in 
the subsequent equations.

In reality, the set of available bond prices P  is 
limited. An assumption of the form of the yield 
curve is required at the intervals between the 
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maturities of the available securities. We use the 
basic assumption of a piecewise constant form of 
the yield curve, but we can also assume more 
complex dependencies [25].

A bootstrapped yield curve ( )y τ  depends on 
each point of market data and ideally reproduces 
the initial data. Any noise in the source data can 
significantly distort the shape of the curve, and 
gaps in the data will make it less smooth [26]. 
Bootstrap is commonly used in developed liquid 
markets where enough bonds are traded and 
structural market inefficiencies are minimized.

Methods for missing data imputation
We examine two strategies of dealing with 
missing data: simply remove the gaps in 
data and fill gaps. The first option serves as a 
benchmark strategy, as it is most commonly 
found in financial research that deals with 
missing data. The second option is more 
advanced. It is less common in the literature, but 
sometimes it allows to improve the quality of 
model evaluation. We explore how the gap filling 
strategy improves the quality of yield curve 
estimation compared to the gap removal strategy.

We have chosen three methods for filling 
gaps: 1) a simple heuristic method of filling in 
the last value (last observation carried forward); 
2) a Kalman filter that takes into account the 
previous dynamics of observations; 3) an EM-
algorithm that takes into account the aggregate 
dynamics. This selection of methods makes it 
possible to compare how much the complexity 
of missing data imputation method impacts the 
quality of the evaluation of the curve.

The easiest way to fill a gap is to fill it with the 
last value. This method is simple to implement, 
but it uses the strong assumption that in the 
absence of data, a previous observation is the 
best estimate of a missing value.

The Kalman filter is a more advanced 
option for filling gaps. When filling the gaps, 
this method takes into account the historical 
dynamics of a data point. Based on noisy 
observations, the Kalman filter evaluates the 
unobserved state of the system. The system state 
can then be used to estimate the possible values 

for the missed observations. Technical aspects of 
the method are presented in the paper [27].

In contrast to Kalman filter, EM-algorithm 
considers the dynamics of not just one data 
point, but of the entire dataset. It takes into 
account the dynamics of other observations and 
the covariation structure of the data. This is an 
iterative algorithm consisting of two steps. In the 
E-step, the expected value (expectation) of the 
vector of non-observed variables is calculated 
on the basis of the first approximation of the 
model coefficients estimated using available 
information. The M-step solves the problem of 
maximization and is the next approximation of 
the vector of the model parameters. It is then 
used to estimate non-observed values, and the 
process repeats. [28].

Comparison of estimation quality
We compare the quality of the yield curve 
estimation using cross-validation. The idea 
of the method is that all observations are used 
for tests. This is useful when available data sets 
are small. An observation is excluded from the 
training dataset, the model is evaluated without 
this observation, and then the error is calculated 
for the excluded test observation. The procedure 
is performed iteratively for each observation in 
the sample, and the result is then averaged [29].

When calculating cross-validation errors, 
we use only real observations. The imputed 
data is thus only needed for a more accurate 
estimation of the curve. It does not need to be 
taken into account in the calculation of error, 
as the ultimate goal is to improve the quality of 
reproduction of real observations rather than 
recovered observations.

data
We use closing prices of standard FLB with fixed 
coupon in the period from May 2012 to December 
2015 (approximately 1000 observations). We do 
not include amortizing, floating and inflation-
linked FLBs in the sample, as their pricing 
principles differ from standard FLB coupons [30]. 
Prices were obtained from the Finam analytical 
platform.
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More up-to-date data on FLB trades up to 
2022 was also collected and studied. However, the 
percentage of gaps in the data sample is small, so 
they would not be representative for the study. In 
this regard, we are restricted to looking at older 
data.

An alternative could be to generate data 
gaps, but this approach involves an artificial, 
exogenous missing data generating process that 
may distort the conclusions of the study. That 
is why we compromise data speed in return for 
an actual and non-distorted gap structure. This 
method doesn’t reduce the practical value of the 
produced results. They can still be applied to 
other bond markets where data gaps are still a 
problem —  to the corporate debt market, as well 
as to less liquid sovereign —  obligation markets, 
where data gap is still a common phenomenon.

The average share of missing data in the 
collected sample is 10%. There were more missing 
observations in the beginning of the sample 
(around 30% in 2012). The share of gaps has then 
fallen down to 20%. By the end of 2015 there are 
almost no gaps in the sample. A large number of 
gaps are concentrated around weekends and public 
holidays (New Year’s Eve, May Holidays). Gaps 
are distributed relatively randomly by individual 
securities. Long series of gaps are rare. Usually, 
their length does not exceed two to five days. Some 
securities are more “prone” to gaps, but generally 
they don’t stand out much from the sample.

We rearrange the data as follows. From the 
closing prices we calculate coupon yields. Next, 
we fill the gaps in yields using data imputation 
methods described earlier. Then we go back 
from processed returns again to bond prices. The 
yield curve is then calibrated to new price data 
sample. For observations with no gaps, such a 
transition has no effect because yield and price 
are inseparable. As a result, all valid observations 
are preserved, while missed observations are 
recovered.

A transition from price to yield and backwards 
is necessary to take into account the pull-to-
par effect (the convergence of the bond value to 
the nominal as it approaches repayment data). 
In addition, some methods of filling gaps, such 

as EM-algorithm, require normally distributed 
data. Yields distribution is closer to normal than 
distribution of bond prices.

To apply the EM-algorithm, we additionally 
calculate the average arithmetic yield on all 
securities for each day. This is necessary because 
the size of the sample is not fixed. Some securities 
are expired, others, on the contrary, are issued. 
As a result, estimating the covariance between 
the yields of various securities is difficult. This 
issue can be avoided by calculating the covariance 
between yield of a particular bond and an average 
yield, rather than the covariance matrix of yields. 
Of course, this simplification leads to the loss of 
some information. In fact, when filling gaps with 
the EM-algorithm, we only take into account the 
relationship of observation with the overall “level” 
of the yield curve. However, this simplification is 
acceptable, as parallel shifts explain most of the 
yield curve dynamics [31].

ResUlts
On the basis of the methodology described, gaps 
in data on bond trading were filled. A graphical 
comparison of different ways of filling gaps 
in yields and prices is shown on below on the 
example of FBL 25065 (Fig. 1, 2).

When the gaps in returns are filled, the 
results may vary greatly. Filling with the last 
value (shaped dots) looks most inaccurate. It 
creates long, constant sections in the data. 
Filling with the Kalman filter (cross) is slightly 
more effective. Because the model reads from 
previous yield dynamics, the constant areas are 
replaced by sloping ones. When using the EM-
algorithm (plus), the results are quite close to 
expectations. In fact, the average yield dynamics 
of all securities is applied to the yield of a bond 
with missing prices.

As we transition from yields to prices, the 
difference between the methods of filling gaps 
becomes less noticeable. This is due to the 
fact that as the maturity decreases, the bond’s 
sensitivity to the change in yield also decreases, 
and its price tends to par.

For data with filled gaps, we then constructed 
the yield curves using the Nelson-Siegel and 
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bootstrap models and calculated the average 
absolute fitting error with cross-validation. 
By comparing the error values, we counted 
the percentage of days when missing data 
imputation improved the quality of yield curve 
estimation compared to the simple deletion of 
the gaps. Only the days with recorded gaps were 
considered.

The gap filling strategy improves the fitting 
quality of the bootstrapped yield curve compared 

to the simple gap removal strategy (Table). The 
share of the days when data imputation has 
improved quality is approximately 65%. This is 
slightly higher for the EM-algorithm imputation, 
but generally speaking, the differences between the 
imputation methods are insignificant. The quality 
improvement resulting from the filling of gaps is 
statistically significant at a 95% confidence level.

For the Nelson-Siegel parametric model, 
missing data imputation does not significantly 
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Fig. 1. An Example of Processing Yields Gaps for FLB 25065
Source: Author’s calculations.

Fig. 2. An Example of Processing Prices Gaps for FLB 25065
Source: Author’s calculations.
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improve the quality of the curve estimation. 
The share of days when data imputation helped 
improve the quality of the estimation and the 
days when the curve is better to evaluate only on 
the available data are roughly equal.

The difference in the impact of missing data 
imputation on the quality of the yield curve 
estimation using the Nelson-Siegel model 
and bootstrapping can be explained by the 
different sensitivity of the models to market 
data. The Nelson-Siegel model has only 4 
parameters. They can be estimated quite well 
from available observations. Adding two or 

three more recovered points to the 16 real 
points will not have a significant impact on the 
outcome. Bootstrap, on the contrary, depends 
on each point of market data. Adding even 
one observation makes the yield curve more 
smooth.

An example of the improvement in the 
quality of the estimation of the yield curve is 
shown in Fig. 3–4 based on the trade data for 
9 June 2012. It’s a pre-holiday day, so trading 
activity was lower and there were more gaps in 
the data. The yield curve was first calibrated only 
to real observations and then to a combination 

Table
Percentage of the Days when Processing Data Gaps Provides a Better Yield Curve Fit than Simple 

Removal Processing of Gaps

bootstrapping Nelson-siegel Mode

Removal of gaps Missing data 
imputation Removal of gaps Missing data 

imputation

Last value 35% 65% 52% 48%

Kalman filter 34% 66% 59% 41%

EM-Algorithm 31% 69% 49% 51%

Source: Author’s calculations.
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of real data and data with filled gaps. Both for 
the Nelson-Siegel model (Fig. 3), and for the 
bootstrap (Fig. 4) missing data imputation 
allowed to describe more accurately the term 
structure of interest rates, especially at the 
far end. The average absolute error on cross-
validation was significantly reduced (the error 
values are shown in figures).

CoNClUsioN
A comparison of different methods for missing 
market data imputation was carried out. The 
results are illustrated by an example of yield 
curve estimation in the Russian bond market. 
We have shown that ignoring gaps can lead to 
distorted estimates of the yield curve model. 
On the contrary, missing data imputation could 
improve the quality of estimating the yield curve 
compared to removing missed observations from 
the sample.

The effect of filling gaps in the data on the 
quality of estimation of the yield curve depends 
on the selected curve model. For the Nelson-
Siegel parametric model, the positive effect 
of filling gaps is minimal. For bootstrapping, 
a statistically significant improvement in 

evaluation quality is recorded when filling gaps 
in the data. The observed differences are related 
to the degree of sensitivity of yield curve models 
to market data. The Nelson-Siegel parametric 
model can be efficiently calibrated even when 
only a small number of data points is available. 
For bootstrap, however, every additional 
observation is important.

In practice, when selecting an approach 
for missing data pre-processing, we propose 
evaluating the financial model’s sensitivity 
to market data. It will be useful to pre-fill 
gaps in data if data-sensitive models are used. 
The specific method of dealing with gaps in 
relation to the task of yield curve estimation is 
less significant. Both simple last observation 
carried forward method, and more sophisticated 
methods of filling gaps based on the Kalman 
filter or EM-algorithm give a similar result. If it is 
not possible to fully process data gaps, then it is 
necessary to use simpler and less data-sensitive 
models.

The paper findings can be useful for yield 
curve estimation in low-liquidity markets and for 
other financial studies that deal with incomplete 
market data.

Fig. 4. bootstrapped Zero-Coupon Yield Curve for Russian Flb Constructed Using only Real data and 
Using both Real and Gaps data as of June 9, 2022
Source: Author’s calculations.
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iNtRodUCtioN
Small business ventures are the backbone of 
any nation, as they contribute directly to the 
economy by providing employment, production 
and trade that further improve the people’s 
standard of living and provide resources to 
the governments to run smoothly. Small 
business ventures continuously look for high-
stake capital infusions to achieve their growth 
targets and expand their businesses. Therefore, 
the consistent fund requirement for small 
business ventures results in the establishment 
of alternative stock exchanges worldwide. On 
the contrary, these small ventures also suffer an 
identity crisis in the capital market. They face 
a lack of investor attention due to information 
asymmetry and high market uncertainty. 
Thus, underwriters contribute significantly by 
handling IPOs, signaling IPO quality, mitigating 
information asymmetry, and promoting IPOs to 
assure better performance.

In emerging economies, the capital market 
for small-medium enterprises (SMEs) suffers 
heavily due to a lack of investor attention, larger 

lot sizes, high volatility, ex-ante uncertainty 
and relaxed disclosure for SME IPOs. It further 
causes information asymmetry for investors 
and issuers. Small businesses thus leverage 
the underwriter’s reputation to communicate 
the quality of the IPO to stakeholders. While 
literature on underwriter reputation has 
received wide academic attention, much less 
is known in contrast with the performance of 
SME IPOs in emerging markets. In international 
literature, researchers used event studies to 
capture IPO performance. However, using event 
time methodology (ETM) brings along new 
listing bias, resampling bias, skewness bias and 
potential issue of cross-sectional dependency 
of the returns during performance assessment. 
Hence, previous studies used the calendar-time 
portfolio approach to mitigate these biases and 
have robust results [1, 2].

In India A. Bhattacharya [3] examined the IPO 
performance of 106 SME IPOs from 2012 to 2015 
and found that well-timed IPOs and underwriter 
reputation affect long-term success. However, 
study employed BSE small caps to determine the 
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UDP of the sample IPOs. N. Arora and B. Singh 
[4] covered this gap by using BSE SME IPOs as 
benchmark proxy and found long-term IPO 
overperformance using cumulative abnormal 
returns (CAR) and buy & hold abnormal returns 
(BHAR). They recommended utilising the calendar-
time portfolio methodology to calculate long-term 
performance in future research. Thus, the study 
contributes to the literature by using calendar-time 
portfolio and multifactor models to examine the 
long-term performance of SME IPOs. Similarly, 
we calculated MAER, CAR, and BHAR from 2012 
to 2020. We are using MAER and one-year BHAR 
to measure short-and long-run performance. 
Additionally, we are using multiple reputational 
proxies, such as registered capital (RPP1), market 
share based on IPO managed (RPP2) and market 
share based on capital raised (RPP3) to test the 
impact on long-run performance.

the iNstitUtioNal eNViRoNMeNt 
OF THE INDIAN SME IPO PLATFORM

The Indian platforms provided a capital infusion 
to small businesses from the primary market. 
Multiple listing conditions and differences of 
these platforms are presented in Table 1.

data ColleCtioN aNd ReseaRCh 
FRaMeWoRK

Model description
The study sample involves 383 IPOs listed on the 
BSE SME and NSE Emerge platforms from 2012 
to 2020. The data has been collected based on 
variables used in hypothesis formation. The data 
was collected from the Indian SME exchange, Ace 
Equity, and prospectuses.

Table 2 provides an overview of IPOs from 2012 
to 2020 for their initial return (IR) and market-
adjusted excess return (MAER). The IR is computed 
as the percentage difference between the initial 
day offer and the close price. Similarly, the MAER 
is calculated by the difference between the offer 
price and the closing price of the first day in 
percentage and then adjusted with the market 
return of the benchmark of the same day. The 
market benchmark for BSE and NSE started from 
2013 and 2017, respectively.

Measuring IPOs performance
Event Time Method

The study uses ETM for evaluating the IPO’s 
performance and computes post-issuance 1 
to 36 months BHARs with the exclusion of 
IR. Following J. R. Ritter [5], month includes 
21 consecutive trading days, with month-1 
encompassing trading days 2–22, month-2 
encompassing trading days 23–43, and so on. 
Therefore, the event year consists of 252 trading 
days and BHARi, t for IPO i is described as:

( ) ( ), , ,1 1
1 1 1 1 .

T T

i t i t m tt t
BHAR R R

= =
   = + − − + −      ∏ ∏  (1)

In equation (1), 
,i tR  indicates daily returns of 

the stock i and 
,m tR  denotes the market return of 

the benchmark for time t, respectively. Similarly, 
the average ( )tBHAR  of the portfolio is as follows:

    
        
                 

,1

1
.���

tN

t i ti
t

BHAR BHAR
N =

= ∑
  

(2)

The long-run returns can have a high potential 
for suffering from skewness bias. Therefore, to 
control this bias, J. D. Lyon et al. [6] suggested using 
bootstrapped skewness-adjusted test statistics, 
which can be computed as follows:
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          and  ( )
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,
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=
−
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σ

∑  (5)

where γ  denotes the coefficient of skewness, tN  
is the number of IPOs and ( )BHARσ  denotes the 
cross-section variation of yields in the sample [4].

the CaleNdaR tiMe MethodoloGY
We calculated the average abnormal monthly 
return for a diversified portfolio and further 
employed the E. F. Fama and K. R. French [7] 
three-factor and M. M. Carhart [8] four-factor 
models for evaluating the long-term returns and 
their time-series significance.
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Table 1
Regulatory Framework of Indian SME IPO Platform

Particulars bse sMe Nse emerge Main board

Face Value (aftermarket 
paid-up capital)

Less than INR 250 million. Less than INR 250 mil More than INR 100 mil.

Underwriting

Should be underwritten 
100%, with a minimum of 
15% of IPO on the books of 
underwriters

Should be underwritten 
100%, with a minimum of 
15% of IPO on the books of 
underwriters

Mandatory (an exception 
to a condition where QIBs 
have been offered more 
than 50% of IPO)

IPO Gradation Not required Not required Required

Size of issue No restriction No restriction No restriction

Market making Required Required Not required

DRHP scrutiny Exchange Exchange
Security Exchange Board of 
India

Reporting 6 monthly 6 monthly Quarterly

Track record 3 years 3 years

Avg. operating profit of 
INR 150 mil. (pre-tax) each 
for any 3 years out of 5 
years

Source: Indian SME Exchange.

Table 2
IPOs Distribution by Listing Year and Market-Adjusted Returns

Year
S&P BSE SME IPO Nse sMe emerge Full market

N iR, % MaeR, % N iR, % MaeR, % N iR, % MaeR, %

2012 1 2.8 0.00* 0 0.00* 0.00* 1 2.80 0.00*

2013 19 21.63 23.68 3 –0.12 8.91* 22 10.76 23.68

2014 17 11.45 13.09 2 –10.17 5.47* 19 0.64 13.09

2015 36 5.5 4.87 2 2.17 3.26* 38 3.84 4.87

2016 40 5.95 5.15 8 6.61 4.13* 48 6.28 5.15

2017 43 4.18 4.71 37 8.23 9.29 80 6.21 7.00

2018 62 3.63 3.47 92 7.33 7.5 154 5.48 5.49

2019 53 4.23 3.39 53 5.12 4.43 106 4.68 3.91

2020 19 16.53 16.3 6 2.39 2.34 25 9.46 9.32

Full 
sample

290 8.43 9.33 203 2.70 5.67 493** 5.57 9.06

Source: Compiled by the author.

Note: * Indicates absence of SME benchmark index. Thus, for 15 firms the index return of BSE SME IPO is undertaken; ** Out of 493 IPOs, 

110 issuing firms had either shifted to the mainboard or delisted.
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( ), ,�� , , ,p t f t i i m t f t i t i t i tR R R R s SMB h HML− = α + β − + + + ε   (6)

In equation (6), ,p tR  denotes monthly portfolio 
gains and ,f tR  indicates a risk-free rate for the 
month t, respectively. Similarly, ,m tR  is the 
market return of index and ( ), ,m t f tR R−  signifies 
the market risk premium. Therefore, the 
multifactor model includes: i ts SMB , which is the 
return difference of large and small-size 
portfolios, i th HML  denotes the difference in 
monthly portfolio returns concerning high and 
low B/M (book to market) portfolios.

              

( ), , , ,

, .

p t f t i i m t f t

i t i t i t i t

R R R R

s SMB h HML m MOM

− = α + β − +

+ + + + ε  (7)

In equation (7), i tm MOM  denotes the 
momentum factor, where momentum signifies 
difference in portfolio returns of winner and loser 
stocks. Similarly, бi  is the intercept to captures 
long-run performance. Thus, after controlling for 
( ), ,m t f tR R− , i ts SMB , i th HML  and i tm MOM , if iα  
is different from zero, it indicates abnormal returns. 
Similarly, a positive and negative iα  can be 
interpreted as  overperformance and 
underperformance in long-run.

Measuring Underwriter Reputation
The study uses three underwriter proxies to 
capture the different aspects of an underwriter’s 
reputation. Following R. Michaely and 
W. H. Shaw [9], the study presumes that the scale 
of an investment bank can be associated with its 
reputation. Therefore, we use registered capital 
of the underwriters as RPP1. All 56 underwriters 
that managed at least one IPO were ranked into 
eight groups based on their registered capital. 
The underwriter with the highest registered 
capital is given a rank of 1, while the underwriter 
with the least registered capital is given a rank 
of 8. The RPP2 is based on the assumptions 
of C. Su and K. Bangassa [2]. They presume 
that underwriters who handle more IPOs are 
well-known in the market and have a better 
reputation. Thus, we assign one point for each 
IPO undertaken, and if multiple underwriters 
are involved, one point is distributed in equal 

proportion. Further, ranks are assigned from 1 to 
8 based on issue counts, where rank 8 is given to 
underwriters with higher issue counts and rank 
1 is given to underwriters with lesser IPO counts. 
Following W. L. Megginson and K. A. Weiss 
[10], we believe that higher capital raised by 
underwriters will result in a better market 
reputation. Thus, in RPP3, we use the ratio of 
each underwriter’s gross proceeds to total gross 
proceeds.

Model Framework
We established MAER and 12-month BHAR as 
the dependent variables, whereas RPP1, RPP2, 
and RPP3 are used as independent variables with 
8 control variables.

Issue size (SIZEi): We computed the issue size 
based on the market offering of the IPOs. Prior 
literature shows a higher degree of ex-ante 
uncertainty for small-size IPOs compared to big-
size issues due to the higher opacity of information 
[5, 11]. Therefore, we expect a positive association 
between an issue’s size and the IPO’s performance 
in the long term.

Initial returns (IR): Initial returns are unadjusted 
first-day raw returns of the IPOs. Prior literature 
stated the need to separate the first-day benchmark 
adjusted excess return and long-term performance 
from the initial returns, according to S. Song et al. 
[13]. S. Dhamija and R. K. Arora [14] find a positive 
association between IR and UDP and vice versa. 
Thus, we are assuming a positive association 
between IR and IPO performance in the long-run.

Firm Size (SIZEf): Small firms publish little 
operating history, have low sales, high volatility, 
and low reputational underwriters, which creates 
higher information asymmetry and speculation 
and causes long-run underperformance [3, 5, 15]. 
So, we presume a positive association between 
firm size and IPO performance.

Total Subscription (T_SUB): The total 
subscription is computed as the subscription 
rate of the IPO by the investors. According to fad 
theory, over-optimism may also cause investor 
overreaction and speculation that can lead to 
lower long-run performance [4, 16]. Thus, the 
study assumes a negative relationship among 

P. Siwach, P. R. Kumar, V. Gupta



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru  58

total subscriptions and IPO performance in the 
long term.

Earnings per share (EPS): F. Allen and 
G. R. Faulhaber [17], through signaling theory, 
state that good quality companies differentiate 
themselves from bad quality firms through 
underpricing the IPO. Hence, the study includes 
EPS to measure firm quality, operating performance 
and expects a positive relationship with long-run 
performance.

Debt ratio (DA): The debt ratio indicates 
the issuing company’s leverage and the firm’s 
overall financial risk [12]. Therefore, a higher 
ratio causes a higher risk, resulting in long-run 
underperformance and vice versa. We expect a 
negative association between debt ratio and IPO 
performance.

EBITDA to asset ratio (EBITDAA): The EBITDA 
to asset ratio is the profitability measure of the 
firm. This ratio includes the overall income 
of the firm in place of operating income, thus 
providing a clearer picture of the earnings [12]. 
The higher EBITDAA ratio indicates a firm’s better 
profitability position, thus resulting in better long-
run performance. Therefore, we assume a positive 
relationship between the EBITDAA ratio to long-
run performance.

Market Condition (MKTCD): Following N. Arora 
and B. Singh [4] and P. Jaskiewicz et al. [18], we 
explained the hot market by creating a dummy 
variable. The managers take advantage of 
favourable market conditions and try to time their 
IPOs accordingly, creating investor overvaluation 
that further leads to higher first-day returns but 
lower returns in the long term. Therefore, we 
expect a negative association between the hot 
market and IPO performance.

Table 3 presents descriptive statistics and a 
correlation matrix for selected variables. Similarly, 
analysing the cross-sectional association of MAERs 
and one-year BHARs with the selected variables 
is described in the following equation:

 [ ]1� 2

3 4 5 6 7

8 9

� � � � �

� ,

i

f A

MAER all reputational proxies SIZE

IR SIZE TSUB DA EBITDA

EPS MKT
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m i
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BHAR all reputational proxies SIZE

IR SIZE TSUB DA EBITDA
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= α +β +β +
+ β + β + β + β + β +

+ β + β + ε
  (9)

Hypothesis 1:
H1: The reputation of underwriters has a 

positive impact on MAERs of the Indian SME IPOs.
Hypothesis 2:
H1: The reputation of underwriters has a 

positive impact on one-year BHARs of the Indian 
SME IPOs.

DATA INTERPRETATION 
aNd disCUssioNs

Analyzing Long-Run Performance using Event 
time Methodology

The ETM uses CARs and BHARs to evaluate 
the IPO’s performance in the long term. Table 4 
presents the values of CAR and BHAR for event 
time t in columns 3 and 5, respectively, from 1 to 
36 months. Although a negative value indicates 
IPO underperformance, a slight improvement 
can be seen from the 1st month to the 24th 
month. Similarly, MAERs shows –0.25% return 
for first month, which further increases by 
61.37%, to 209% from 3 to 36 months.

In Table 5, we classify MAERs and 12m BHARs 
with respect to RPP1, RPP2, RPP3 and divide them 
into groups of high and low reputations. Panel A 
exhibits that low-reputation underwriters had 
a more significant rate of UDP than reputed 
underwriters. The result can be explained by 
a lack of quality signals among less reputed 
underwriters and concern for lower subscription 
levels [19]. Additionally, the average one-year 
BHARs are comparatively higher for less reputed 
underwriters. A similar trend is exhibited in panel 
B, where high and low reputational measure is 
based on issues managed by underwriters. Hence, 
underwriters managing more than 4% of the 
IPOs are categorized as having a high reputation 
and lower reputation otherwise. In panel C, 
underwriters with more than 7% of total proceeds 
indicate a strong reputation. The MAERs for RPP3 
is 6%, identical to the mean of whole sample, and 
the same is reflected in case of one-year BHARs.
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Results of Cross-sectional Regression
Table 6 exhibits the results of multivariate cross-
sectional OLS regression based on equations 8 
and 9. In panel A, the empirical results indicate 
that RPP1 and RPP3 statistically impact MAER. 
However, RPP2 is found to be inconsequential 
in row 2. The results are coherent when we 

are regressing the same reputational proxy 
for the entire dataset in row 4. The results are 
consistent with those of N. Arora and B. Singh 
[20] and J. Gao et al. [21]. The argument behind 
the positive relationship can be the behaviour 
of reputed underwriters to manage the IPOs of 
low-risk firms to avoid negative listing and lack 

Table 4
The Post-Issue CARs and BHARs for the Event Months

event time (t) Nt CaRt t (CaRt) bhaRt t (bhaRt)

1 month 383 –0.0731 1.794 –0.0025 17.169***

3 months 383 –0.0571 2.526*** 0.6137 8.691***

6 months 324 –0.0424 3.214*** 0.9503 7.761***

9 months 281 –0.0358 1.734 1.2571 4.922***

12 months 240 –0.0342 3.091*** 1.3787 5.203***

15 months 191 –0.0305 2.739*** 1.6467 5.545***

24 months 107 –0.0295 4.297*** 1.9002 1.611

36 months 29 –0.0436 3.005*** 2.0951 5.002***

Source: Compiled by the authors.

Note: *10% significant level, **5% significant level, ***1% significant level.

Table 5
The Measure of Reputational Estimates to Market-Adjusted Excess Return and One-Year BHARs

Reputational Proxies

Benchmark adjusted returns

MaeR 12-months bhaRs

N  X Median  σ N  X Median  σ

Panel A: Reputational estimate of RPP1

High (RPP1 > 60 mil INR) 219 5.222 3.120 10.950 146 1.301 1.151 1.280

Low (RPP1 < 60 mil INR) 164 7.091 1.620 23.790 94 1.500 1.360 1.118

Panel B: a reputational estimate of RPP2

High (RPP2 > 4%) 266 5.949 3.355 12.349 166 1.315 1.166 1.281

Low (RPP2 < 4%) 117 6.190 1.100 25.958 74 1.522 1.522 1.068

Panel C: a reputational estimate of RPP3

High (RPP3 > 7%) 183 6.052 3.740 9.769 129 1.426 1.356 1.256

Low (RPP3 < 7%) 200 5.996 1.650 22.576 111 1.324 1.224 1.180

Full Sample 383 6.023 2.200 17.657 240 1.379 1.238 1.223

Source: Compiled by the authors.
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of subscription by the investors. Furthermore, 
the higher investor demand can be reflected in 
the elevated closing price as well as higher UDP 
levels [22]. Similarly, the reputed underwriters 
used UDP to avoid insolvency risk and signal IPO 
quality [23].

Panel B of Table 7 exhibits the regression results 
of reputational proxies on one-year BHARs, where 
the individual regression outcome of reputational 
measures is shown in rows (5), (6), (7), the whole 
sample is shown in row (8). The result shows a 
significant positive impact of RPP1 and RPP2 on 
one-year BHARs. Similarly, RPP3 shows a positive 
but insignificant impact on long-run performance. 
The results align with the studies of H. Anderson 

et al. [24], N. Arora and B. Singh [25], S. Dhamija 
and R. K. Arora [26] and C. Su and K. Bangassa [2]. It 
indicates that the underwriters use their expertise 
to undertake quality IPOs and avoid riskier issues.

The positive IPO performance can also be 
attributed to reduced information heterogeneity 
among investors due to efficient IPO estimation 
and signalling the accurate market value of the 
firm by the underwriters [25]. Conclusively, the 
regression results accept hypothesis 1 (H1) that 
the underwriter’s reputation positively impacts 
the MAERs of the Indian SME IPOs. Furthermore, 
the results also accept hypothesis 2 (H1) that the 
underwriter’s reputation positively impacts the 
one-year BHARs of the Indian SME IPOs.

Table 6
the outcome of Cross-sectional ols Regression

intercept RPP1 RPP2 RPP3 siZei iR siZef t_sUb da ebitdaa EPS MKt Adj. R2

Panel A: MAERs used as a dependent variable for Indian SME IPOs

(1) 0.945 0.148 –0.165 0.654 0.217 0.464 0.169 –0.050 0.178 0.037 0.614

(1.98) ** (2.67) *** (15.05) *** (3.15) *** (10.49) *** (2.56) *** (0.73) (4.23) *** (0.750)

(2) 2.010 0.072 –0.159 0.652 0.203 0.473 0.168 –0.041 0.176 0.032 0.609

(0.94) (2.55) *** (14.92) *** (2.92) *** (10.74) *** (2.53) *** (0.61) (4.14) *** (0.65)

(3) 0.973 0.176 –0.159 0.636 0.187 0.487 0.146 –0.053 0.151 0.512 0.629

(3.26) *** (2.63) *** (14.83) *** (2.79) *** (11.29) *** (2.25) *** (0.81) (3.58) *** (0.61)

(4) 2.937 0.358 0.160 0.240 –0.080 0.735 0.02 0.106 3.340 –1.005 0.147 0.452 0.641

(2.61) *** (0.97) (4.11) *** (2.92) *** (14.96) *** (3.21) *** (11.09) *** (2.21) *** (1.02) (3.55) *** (0.68)

Panel B: 12 months Buy & Hold Abnormal Return used as a dependent variable for the sample of Indian SME IPOs

(5) 2.442 0.186 –0.291 0.182 –0.005 –0.223 0.372 0.238 0.043 –0.154 0.332

(2.94) *** (3.28) *** (2.98) *** (–0.05) (3.62) *** (4.22) *** (2.48) *** (0.745) (1.96) ***

(6) 2.955 0.246 –0.314 0.141 0.058 –0.261 0.358 0.239 0.066 –0.162 0.352

(3.78) *** (3.59) *** (2.34) *** (0.654) (4.31) *** (4.12) *** (2.54) *** (1.14) (2.09) ***

(7) 2.128 0.092 –0.308 0.173 0.045 –0.235 0.377 0.217 0.043 –0.134 0.306

(1.24) (3.40) *** (2.78) *** (0.49) (3.75) *** (4.19) *** (2.22) *** (0.71) (1.16)

(8) 3.475 0.08 0.29 0.14 –0.31 0.149 0.01 –0.241 0.33 0.247 0.15 –0.16 0.389

(2.27) *** (4.33) *** (1.81) (3.63) *** (2.53) *** –0.14 (4.08) *** (3.96) *** (2.70) *** (3.55) *** (–2.07) 

***

Source: Compiled by the authors.

Note: *10% significant level, **5% significant level, ***1% significant level.
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Estimating the IPO Performance in the Long-Term 
Using Calendar-time Methodology

We are using the calendar-time portfolio to 
overcome the biases that emerge from event-
time returns. Therefore, a diverse portfolio is 
being created for every calendar month from 
2012 to 2020. However, companies that issued 
IPOs in the last 36 months are included in the 
final portfolio. And tested with FF3 and CF4 
models. Concerning to calendar-time portfolio, 
our null hypothesis assumes that the mean 
monthly abnormal returns are equal to zero. 
Therefore, a subsequent multifactor regression 
intercept is employed to test our null hypothesis. 
Panels A and B of Table 7 show the calendar time 
regression results using the FF3 model and CF4 
model, respectively.

Consequently, RPP1, RPP2, RPP3 are categorized 
into high and low reputational groups. The result 
shows an abnormally significant long-term IPO 

performance. Although the positive abnormal 
returns using ETM imply overperformance, the 
negative intercept from Table 7 indicates the 
long-run underperformance of the firms. A similar 
trend of significant negative intercept can be 
observed in underwriters’ reputational measures 
that are further categorized into high and low 
reputational groups. The results indicates that 
the intercept significantly differs from zero in 
panels A and B.

The result shows the significant abnormal 
performance of the IPOs in the long-run. However, 
the exhibited long-run overperformance based on 
ETM is converted into underperformance while 
using the multifactor model. The negative intercept 
indicate that Indian SME IPOs are performing 
similarly to international evidence [2, 27, 28].

The model suggests a strong impact of the 
underwriter’s reputation on the long-run 
performance of the firms. However, the small 

Table 7
Regression Results Using the Calendar-time approach

Full sample RPP1 RPP2 RPP3
high low high low high low

Panel A: Results of the Fama–French three–factor Model
Intercept –0.115 –0.114 –0.116 –0.113 –0.118 –0.088 –0.115
t–stat (54.74) *** (43.01) *** (34.06) *** (44.06) *** (33.11) *** (35.50) *** (36.83) ***

Rm–Rf 0.135 0.140 0.129 10.268 0.158 0.130 7.837
t–stat (13.05) *** (10.32) *** (8.05) *** (0.13) (8.31) *** (9.95) *** (0.14)
SMB 0.138 0.136 0.142 11.797 0.126 0.069 11.202
t–stat (13.57) *** (10.17) *** (8.99) *** (0.31) (6.72) *** (5.35) *** (0.11)
HML –0.030 –0.019 –0.045 –2.171 –0.046 0.051 –3.055
t–stat (3.17) *** (1.54) (3.04) *** (0.03) (2.58) *** (4.15) *** (0.02)
Adj.R2 0.050 0.052 0.047 0.049 0.052 0.037 0.052
Panel B: Results of Carhart four–factor Model
Intercept –0.114 –0.113 –0.115 –0.112 –0.117 –0.087 –0.113
t–stat (53.95) *** (42.27) *** (33.67) *** (43.40) *** (32.66) *** (35.27) *** (36.24) ***

Rm–Rf 0.154 0.163 0.143 0.146 0.176 0.155 0.133
t–stat (14.21) *** (11.45) *** (8.53) *** (11.29) *** (8.84) *** (11.22) *** (8.59) ***

SMB 0.160 0.162 0.157 0.165 0.146 0.091 0.184
t–stat (14.76) *** (11.39) *** (9.42) *** (12.80) *** (7.35) *** (6.75) *** (11.80) ***

HML 0.005 0.023 –0.019 0.012 –0.011 0.093 –0.009
t–stat (0.48) (1.57) (1.05) (0.86) (0.53) (6.48) *** (0.55)
MOM 0.078 0.093 0.058 0.079 0.074 0.092 0.071
t–stat (5.81) *** (5.27) *** (2.81) *** (4.97) *** (3.01) *** (5.56) *** (3.71) ***

Adj.R2 0.053 0.056 0.048 0.052 0.055 0.041 0.054

Source: Compiled by the authors.

Note: *10% significant level, **5% significant level, ***1% significant level.
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adjusted R 2 indicates the minimal data variance 
explained by the model. Therefore, the fluctuations 
in performance using multifactor models and 
ETM support the arguments of P. A. Gompers and 
J. Lerner [29] and J. R. Ritter and I. Welch [30] that 
these deviations can be observed due to the sample 
selection criteria, time selection and methodology 
adopted to evaluate the IPO performance in the 
long run. We can infer that if investors are using 
ETM to assess returns, they will expect abnormal 
returns in long-term. However, in the case of a 
calendar-time portfolio, investors cannot expect 
similar abnormal returns in the long term.

Robustness test
Multiple studies have suggested that the 
reputation of an underwriter can be an 
endogenous variable and therefore needs to be 
checked against the problem of endogeneity 
[2, 25, 31, 32]. Thus, we are using a two-stage 
least squares regression (2SLS) to check the 
robustness of our cross-sectional OLS regression 
and validate the results. Hence, we are 
constructing a new instrument variable based 
on the geographic difference between the issuer 
firm and the underwriting firm. We presume 
that due to the lower information cost, the 
underwriters with the shortest distance to the 
issuing firm have a higher probability of getting 
the opportunity to handle an IPO.

We used the address information of all the 
underwriters and issuing firms to create the 
instrument variable and confirmed the distance 
using Google Maps of India. In the case of an IPO 
underwritten by two or more underwriters, we 
use the distance of the leading underwriter to the 
issuing firm. At the first stage of the 2SLS model, 
we regress the instrument variable with the RPP1 
using the same control variable that we used in 
the Table 6 using the following equation:

   

[ ]1 2
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1 � �

�

� .
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f
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In the second stage of the 2SLS model, we 
generated the variable 1RPP  from the regression 
coefficient of the first stage. Furthermore, we are 
using the predicted value of 1RPP  instead of the 
value of reputational proxies used in sections (1) 
and (5) in Table 6.
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Table 8 presents the two-stage least square 
regression to check for endogeneity issues 

Table 8
endogeneity testing Using two-stage least square Regression

depend-
ent

inter-
cept

instru-
ment  

1RPP siZei iR siZef t_sUb da ebitdaa EPS MKt R 2

First–stage regression:

RPP1 11.177 1.746 –0.165 0.019 –0.008 0.014 0.112 0.313 0.011 0.644 0.507

(4.81)*** (1.09) (0.47) (2.57)*** (2.09)*** (0.13) –0.73 0.33 1.03

Second–stage regression:

MAER 14.459 –0.351 –0.914 –0.318 0.002 0.104 –1.857 5.761 0.002 –2.92 0.151

(0.56) (3.28)*** (2.98)*** 0.15 (3.44)*** (0.48) (1.96) *** 0.69 (1.41)

BHAR 12m 0.073 0.073 0.067 0.058 0.061 0.474 0.175 0.066 –0.381 0.605

(2.97)*** 1.24 0.41 0.31 (2.81)*** 1.49 (2.54)*** 0.32 (2.90)***

Source: Compiled by the authors.

Note: * with parenthesis denotes white heteroscedastic-consistent t-stat, * 10% significant level, ** 5% significant level, *** 1% significant 

level.
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and avoid issues with biased estimators in our 
regression results. The first stage regression of 
our instrument variable shows a significantly 
positive impact on UDP. The higher value 
of Wald f-statistics from its critical values 
shows the strength of instrument variable to 
explain the endogenous variable. Similarly, 
the explanatory power of these variables 
can be reflected through the McFadden R2 of 
50.70. The result supports positive impact of 
underwriter reputation on the IPO performance 
in long-run. This also suggests that Indian 
underwriters benefit the issuing firms and 
investors by providing better long-run 
performance.

CoNClUsioN
Most studies on Indian SME IPO platforms 
majorly used ETM with a single reputational 
measure (market share) to draw conclusions 
[4, 25, 33, 34]. Since the reputation of an 
underwriter can be based upon various 
indicators, we have taken three different 
reputational proxies to test the impact of 
the underwriter’s reputation on the first day 
and long-run performance of the firms. The 
results suggest that due to the lack of investor 
attention and higher cost of investor entry, the 
reputed underwriters play a substantial role in 

signalling IPO quality and shaping better long-
run performance.

Furthermore, the calendar time regression 
exhibits a statistically significant negative 
intercept  that  indicates  a  long-run 
underperformance of SME IPOs. However, 
the lower coefficient value of intercept and 
adjusted R 2 of the multifactor model shows 
an inadequate power to explain the impact of 
underwriter reputation on long-run performance. 
These conflicting results are aligned with the 
previous studies of P. A. Gompers and J. Lerner 
[29], J. R. Ritter and I. Welch [30] and C. Su and 
K. Bangassa [2] that the evaluation of long-
term IPO performance immensely hinges on 
the selection criteria, sample period selection 
and methodology adopted by the investors. 
Similarly, in the absence of a standardized long-
run performance measure, the previous literature 
also directs inconsistent results and differs based 
on firms and regulatory environments. Thus, we 
conclude that the argument that an underwriter’s 
reputation has a significant positive impact on 
MAER’s long-run performance holds true. Since 
there is no single accepted method to measure 
long-run performance, future studies may 
explore this considerable gap to come up with 
unique long-run measures to evaluate the firm’s 
performance.
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iNtRodUCtioN
NPLs are a sign of banks’ loan portfolios with declining 
quality, which raises risk and has an impact on the 
stability and profitability of banks. According to the 
90-day rule used by the BRICS nations, loans are 
considered non-performing if the principle or interest 
is not paid for three consecutive months. NPLs cause 
a loss in real economic activity in addition to having 
a negative impact on the banking system’s financial 
soundness and profitability. Additionally, because of 
their detrimental impact on the financial system and 
economic activities, several experts have referred to 
NPLs as “financial pollution”. Banks are regarded as the 
primary generators of the economy and any disturbance 
in banks generates ripple effects in the economy as 
well. One of the fundamental responsibilities of the 
central bank or any other banking regulatory authority 
is the preservation of a trustworthy and efficient 
financial system that safeguards the interests of all 
participating agents. Financial stability is supported 
by a robust banking system that efficiently transfers 
funds between savers and borrowers. When it comes 

to prudential banking oversight, bank stress tests are 
the most useful. Therefore, to restore overall banking 
stability and a sound banking system, the central banks 
and international regulatory bodies adopt a variety of 
policies and advice to reduce NPLs. However, a fuller 
understanding of the underlying causes of the NPL 
problem is necessary before any policy response by 
banking regulatory agencies can be made.

The BRICS economies have stood out during the past 
two decades by contributing significantly to the global 
economy. As a diverse group of emerging nations, the 
BRICS will account for over 23 percent of global GDP, over 
48 percent of the world’s geographical area, and almost 
45 percent of the world’s agricultural value added by the 
year 2020 (world development indicators). The BRICS 
nations can be identified by a wide range of characteristics 
and have enormous development potential. On the other 
hand, macroeconomic factors like the nation’s growth rate, 
inflation, taxation, unemployment, etc. also have an impact 
on banks and the profitability of the banking industry.

This article aims to investigate the effects of 
particular macroeconomic factors and the strength of 
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the institutional environment on the NPLs of the BRICS 
nations. Brazil, Russia, India, China, and South Africa 
are known collectively as the BRICS (Brazil, Russia, 
India, China, and South Africa) bloc. This bloc gained 
prominence after the 2003 publication of a report by 
Goldman Sachs describing the BRICS as one of the world’s 
emerging blocks that will significantly contribute to 
the global economy and trade by the year 2050 [1]. This 
study evaluates the impact of both institution-specific 
environmental variables and bank-specific economic 
environments on BRICS country NPLs. In the paper [2] 
also show that crises appear to be more likely to occur in 
nations with wet banking systems, as evidenced by the 
financial crisis of 2008 and several domestic financial 
collapses in countries around the world. The structural 
dependence of the economic system on banking and its 
interconnection may have negative implications for the 
stability of the banking sector. In view of these issues and 
the flimsy governance structures in emerging nations, it 
is vital to ascertain the causes of non-performing loans 
in those nations.

Our study differs from past ones in that it primarily 
focuses on the BRICS countries and that we are more 
interested in overall outcomes than the performance of 
single banks. We focus on the connection between credit 
risk and governance indicators to better understand the 
effect of institutional quality on banking NPLs in the 
BRICS countries. Among the explanatory variables we 
used were factors affecting bank performance, financial 
structure variables, macroeconomic variables, and 
institutional and governance quality indicators. We can 
identify NPL determinants for the countries of the BRICS 
region using this technique.

We provided two significant contributions to the 
literature. First of all, our research advances earlier studies 
on banking stability and regulation [2]. These studies 
try to identify the root reasons of the financial system’s 
vulnerability as well as potential stabilizing elements. We 
contribute to the corpus of literature by examining the 
case of the BRICS countries. We show how the significance 
of NPL’s drivers in the BRICS region varies depending on 
the choice of the banking stability proxy. Second, from a 
policy viewpoint, the information gleaned from our study 
can help bank regulators or/and supervisors in BRICS and 
other developing nations comprehend the importance 
of assessing more than only credit loss protection and 
insolvency risk in the banking system. Additionally, it 

examines how institutions’ quality and the effects of 
similar occurrences and institutions would affect the 
stability of the financial system in the BRICS nations.

liteRatURe ReVieW
So far, the literature on NPLs focuses extensively on 
macroeconomic and bank-level determinants of non-
performing loans with little or no focus on the question 
of whether certain financial development structures/
characteristics drive aggregate non-performing loans.

Macroeconomic Factors
The literature on NPLs focuses on the macroeconomic 
and bank-level determinants of NPLs with little or 
no focus on the institutional environment in the 
persistence of NPLs. In the paper [3], we analyse NPL 
factors in the Greek banking sector and show that 
management quality, GDP, unemployment, interest 
rates, and public debt all have a substantial impact on 
NPLs.

In previous literature, because NPLs tend to be smaller 
during economic booms and greater during recessions, 
GDP growth is frequently linked to variations in the 
magnitude of NPLs [4]. Also, because high unemployment 
might damage borrowers’ ability to repay loans, high 
unemployment is linked to high NPLs. In the literature, 
the effect of inflation on NPLs is equivocal, with mixed 
results. NPL persistence may also be influenced by global 
risk factors [5]. In the paper [6], bank type, risk-taking 
behaviour of banks, bank ownership, bank concentration, 
leverage and credit quality of banks and macroeconomic 
variables (GDP, effective interest rate, inflation, and 
foreign exchange rate) are responsible for variation in 
the NPLs of Chinese banks.

bank-level determinants
A country’s degree of financial development is essential, 
and since NPLs are a measure of bank performance, a 
link between financial development and NPLs can be 
formed. However, the literature on the relationship 
between firm/bank performance and financial 
development has not looked into the impact of financial 
development levels on the persistence of NPLs; as 
a result, our understanding of how financial sector 
development influences NPLs is unclear. For example, 
the paper [7] argues that financial development is 
significant because it can influence the severity of a 
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financial or economic crisis, as well as the domestic 
mobilization of resources required to address a 
country’s current crisis.

Few studies have tried to establish a link between 
NPLs and banking liberalization. For instance, in the paper 
[8], it was deduced that presence of foreign participation 
from developed economies; higher credit growth rates 
and positive loan loss provisions help in downsizing 
the level of NPL in host countries. The authors’ paper 
[9] emphasized that foreign-owned banks have some 
important bank practices that systematically help them 
to have lower NPLs than domestic banks.

When it comes to bank-specific NPL determinants, 
[10] revealed that adequate capitalization, low credit 
quality, high liquidity risk, and lower cost efficiency tend 
to increase NPL, whereas greater bank profitability results 
in lower NPLs through examining determinants of NPLs 
for commercial banks and savings institutions in 50 US 
states and the District of Columbia.

institutional Factor
According to some research, institutional quality can 
impact a nation’s banking system’s stability, and 
a nation’s governance quality can impact banking 
regulation and supervision aimed at influencing bank 
behavior [11]. The institutional environment includes 
the legal and judicial framework, political stability, 
and the degree of corruption control. Although a well-
functioning government system is known to influence 
the performance of the financial system, there is little 
evidence linking well-functioning institutions and 
good governance to banks’ financial outcomes, such 
as NPL [12]. These factors appear to be important in 
determining cross-country differences in credit quality. 
For instance, in many developing countries, banks suffer 
from the significance of NPL. These countries are most 
characterized by inefficient judicial systems, corrupt 
bureaucracies or political institutions.

These features hinder either the process of extending 
credit or the process of control and recovery once the loan 
is granted. More specifically, the existence of corruption 
negatively impacts the degree of market competitiveness 
and thus leads to inefficient loan offers. In the paper [13] 
suggests that in societies with few democratic traditions 
and civil discipline, decision-makers are exposed to 
informal connections and other pressures from groups 
seeking unjustified or illegal economic rents. In this 

context, loan decisions are affected by the intensity 
of pressure from political lobbying by various interest 
groups. Loans will thus be gained by enterprises with 
solid political connections but could be of lower quality 
(even in severe distress). Furthermore, internal control 
tends to decrease in countries with corrupt civil societies.

Our study, however, differs from previous research in 
that it departs from it to look at the relationship between 
NPLs and institutional, macroeconomic, and financial 
sector development.

data soURCes aNd MethodoloGY
data

To determine how certain financial sector development, 
economic growth, and institutional/governance 
variables relate to NPLs, In the current study’s 
panel ARDL approach, time series data from Brazil, 
Russia, India, China, and South Africa (BRICS) were 
employed for the period 1996–2020. Data is retrieved 
for analysis from the World Bank’s archived global 
financial development database, which is available. 
As a result, the final sample of 5 BRICS nations was 
chosen based on the availability of data. The World 
Bank gathered data on macroeconomic variables from 
global development indicators. The World Governance 
Indicators created by [14] provide information on the 
institutional environment at the national level. Based 
on 276 unique variables collected from 37 data sources 
created by 31 various organizations, this database is 
specifically, this database is utilized in the literature to 
examine how institutions influence economic results. 
In this study, we try to explore the relationship between 
stated variables by employing the given empirical 
model form:
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where in the entire above model the explanation of the 
variables are as follows: NPLit = Gross NPLs to Gross 
Advances Ratio of bank i at time t; PCREDITit = private 
credit by domestic banks to GDP ratio of country i at 
time t; ZSCOREit = Banks stability of country i at time 
t; LOG_GDPit = Gross Domestic Product of country i at 
time t; INFit = Inflation, consumer prices (annual%) of 
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country i at time t; PCA_INSTit = PCA of 6 Institutional 
factors of country i at time t; uit = the error term for a 
country i at time t.

Variable under study
The NPL to Gross Advances Ratio (NPLR) is a dependent 
variable in the present study that reflects the credit 
quality of banks. According to banks for international 
settlements, a default or nonperforming asset is 
considered to occur in respect of a specific borrower if 
borrowing is overdue for more than 90 days on any kind 
of bank credit to any type of banking institution.

Private credit by domestic banks to GDP ratio (PCGDP), 
which measures the depth and breadth of the banking 
sector in an economy’s financial system, is used to 
quantify the level of financial intermediation. A large 
banking sector should be more stable than a small banking 
sector if a strong systemic risk regulatory framework is 
in place; thus, a negative correlation between banking 
NPLs and banking sector size should be expected [4].

The Z-score index, which is defined as the ratio of 
the return on assets plus the capital ratio divided by the 
standard deviation of the return on assets in the literature, 
is frequently used to gauge banking stability [15]. As 
expected, a strong banking system should have fewer NPLs, 
and a greater Z-score indicates stronger banking stability, 
suggesting an adverse connection between NPL and Z-score.

Finally, we control for macroeconomic factors affecting 
the banking sector’s stability. Inflation (INF) is used to 
control for macroeconomic factors influencing NPLs [16]. 
During inflationary periods, banks are able to charge 
higher prices for banking and financial services offered to 
customers. Banks can benefit from higher price margins 
during inflationary periods to increase their profitability, 
which contributes to greater banking stability; therefore, 
we anticipate a negative correlation between the NPLs 
in the banking sector and inflation.

Economic growth (GDP) is another macroeconomic 
factor that can potentially influence the stability of the 
banking sector. Loan defaults typically lower during 
periods of high economic growth, which consequently has 
positive effects on banking sector stability [16]; therefore, 
we expect a negative relationship between NPLs and 
economic growth.

Institutional quality is assessed using perception 
measures that are assigned values; higher values 
indicate stronger economic governance. Since excellent 

governance is linked to fewer NPL creations, it is 
reasonable to anticipate a negative relationship between 
NPL and institutional quality (PCA INST).

descriptive statistics
Appendix Table 1 shows the results of the descriptive 
statistics for the variables under study. According to 
summary results, NPLs have increased at an average 
rate of 5.88% of gross loans with a standard deviation 
of 5.03%. Maximum NPLs were recorded at a level of 
29.8% for the given sample of BRICS economies.

To illustrate the strength and direction of correlations 
amongst some of the potential determinants and to 
assess if there is any problem with multicollinearity 
across independent variables, Appendix Table 2 includes 
a Pearson’s correlation matrix. As a general rule, the 
correlation value below 0.70 indicates that there is no 
issue with multicollinearity between the variables. The 
greatest correlation of the study’s variables, 0.4262*, is 
found between GDP and Z-Score.

Appendix Table 3 shows the Pairwise Correlation 
Matrix of world governance indicators that indicate a 
problem of multicollinearity among different governance 
variables. To address this problem, a single institutional 
quality variable (PCA_INST) is created through principal 
component analysis. Appendix Table 4 indicates that 
PCA_INST explains 64.52% of all six variables. Appendix 
Table 5 demonstrates Eigen vectors for the same.

Our analysis has adopted two steps: firstly, we applied 
the panel unit root test for the variables investigated. 
We have also employed Principal Component Analysis 
(PCA) in order to develop an institutional factor, index for 
analysis. Based on both results, the study has employed 
the Pooled Mean Group Autoregressive Distribution 
Model (ARDL) to capture short-run and long-run effects.

econometric techniques
Unit Root Test

To select the best model and conduct the necessary 
analysis to look at the order of the variables’ integration, 
we used the Fisher ADF unit root test. Numerous 
panel unit root tests have been carried out to prevent 
the bogus regression issue. In the analysis, various 
panel unit root tests based on individual effects and 
combination effects have been carried out in order 
to evaluate the integration and unit root among the 
variables.
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Pooled Mean Group (PMG) Panel ARDL Model
After determining whether a unit root exists in the 
data for our investigation, we move on to specifying 
the dynamic panel model. Panel Auto Regressive 
Distributed Lag (ARDL) is best used when few variables 
are stationary at levels and some of the first differences.

Homogeneous long-run coefficients are what the panel 
ARDL model anticipates. The PMG model presupposes that 
the error terms are serially uncorrelated and distributed 
independently of the repressors. The big sample size (N) 
and short-term (T) dynamic panels differ from the large 
sample size (N) and long-term panels in several ways (T). 
The use of fixed- or random-effect models, fixed-effect 
estimators, and instrumental-variable estimators, such 
as the generalized method-of-moments (GMM) approach, 
is required for panel estimation based on tiny T. These 
methods call for pooling distinct groups and allowing 
only the intercept to vary across the groupings. In any 
case, it is important to note that the large N and large T 
results show that it’s generally incorrect to assume that 
the slope parameters are homogeneous. In the paper 
[14] have all made this point. An alternate Pooled Mean 
Group (PMG) estimator was provided by Pearson and 
Shin (1999) to address this issue. An intercept, short-run 
coefficients, and co-integration term are included in the 
advanced panel settings of the model, which has the ARDL 
basic form. Because each of the variables in the ARDL 
model stands as a standalone equation, the likelihood 
of endogeneity is relatively low [15, 16].

Panel Co-integration Test and Panel  
Granger Causality test

We also applied the panel Granger causality test to 
check the long-held proposition of causality between 
NPLs and economic growth. We use the IPS test to 
test stationary data. While the alternative hypothesis 
proposes that the data are stationary, the null 
hypothesis of the IPS test asserts that the data include 
a unit root. Tests of panel co-integration look for a 
long-term link between the two variables. The Panel 
Co-integration test outcomes for Kao and Johansen 
There is no indication of co-integration between NPLs 
and economic growth factors, according to panel co-
integration tests. So, in the absence of co-integration, 
we now examine the short-run causality between NPLs 
and economic growth. To observe short-run causation 
between the two, the Panel Granger causality test was 

used in conjunction with the Vector Autoregressive 
(VAR) framework.

ResUlts aNd disCUssioN
This section looks at the relationship between NPLs 
and economic expansion. The IPS test unit root test was 
utilized to test the stationary of the data. The unit root 
test’s findings indicate that our variables are stationary 
at the first difference (see Table 1).

After establishing that all variables are stationary at the 
initial difference, we can use the Kao panel co-integration 
test and the Johansen panel co-integration test to examine 
the co-integration between the NPL and economic growth. 
There is no co-integration between NPL and economic 
development, as shown by the results of the Kao panel 
co-integration test, which are provided in Table 2.

Test of Panel Co-integration Given that both Kao 
co-integration test results in Table 2 accepted the null 
hypothesis that the variables are not co-integrated and 
that the P-values are greater than 5%, we can infer that 
the variables for BRICS, or Brazil, Russia, China, and India, 
do not have a long-term association with one another. 
In contrast, South Africa and Brazil have significant ADF 
test data. We now use a Vector Autoregressive (VAR) 
framework to test the short-run causality between the two.

The panel Granger causality test result, which 
looked for a short-run relationship between the NPL 
and economic growth, is shown in Table 3.

From Table 3, it can be deduced that there is a presence 
of unidirectional causality running from GDP to NPL for 
BRICS, Brazil, India and South Africa. Higher economic 
growth often leads to increased income and stability 
in different manufacturing and service sectors. So, the 
tendency of bad loans decreases during an economic 
boom, leading to a low level of NPLs in economies. But 
there is significant causality running from NPL to GDP 
for Brazil and South Africa. So, it can be deduced that 
NPL does significantly impact real economic growth 
in the same countries. The panel co-integration test 
only discusses the long-term relationships between 
variables; it does not give precise information regarding 
the relationship between the independent and dependent 
variables. To be more precise, the Granger causality test 
and PMG-ARDL model are employed to obtain these 
estimations because co-integration analysis does not 
provide any information regarding the postulated signs 
and magnitudes of the coefficients.
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Table 4 presents the outcomes of the PMG-ARDL 
model. Economic growth (GDP) and inflation (INF), two 
independent variables, are positively and statistically 
significant in the BRICS panel and other nations, 
according to the panel results for the long term. NPLs 
are inversely related to the long-run coefficients of 
financial development (PCREDIT) and financial stability. 
The institutional quality long-run coefficients, however, 
are negative, as predicted. The examined variables’ 
negative coefficients imply that when institutional quality 
improves in Brazil and India, a greater proportion of 
students will be considered nonperforming.

Whereas in Table 5, the panel results for the short 
run show that the independent variables, i. e. economic 

growth (GDP) are statistically negatively significant 
and inflation (INF) is statistically insignificant in BRICS 
countries and other models. The long-run coefficients of 
financial development (PCREDIT) and Financial Stability 
are negatively associated with NPLs for the BRICS panel 
and other models.

Domestic credit provided by the home country 
(PCGDP) is a proxy of financial development and its 
coefficient is negatively associated with NPLs in long run 
as well as in the short run. This reflects that the depth and 
breadth of the financial sector in an economy result in a 
low level of NPLs. The long-run coefficients of financial 
development (PCREDIT) are negatively associated with 
NPLs. This finding countered the finding in the paper [7] 

Table 1
Panel unit Root Test Results

Countries bRiCs brazil Russia india China south africa

Variables

Im, Pesaran, Shin 
IPS test

Im, Pesaran, Shin 
IPS test

Im, Pesaran, Shin 
IPS test

Im, Pesaran, Shin 
IPS test

Im, Pesaran, Shin 
IPS test

Im, Pesaran, Shin 
IPS test

level
First dif-
ference

level
First dif-
ference

level
First 

differ-
ence

level
First 

differ-
ence

level
First 

differ-
ence

level
First 

differ-
ence

NPL 0.188 0.000*** 0.114 0.000*** 0.627 0.000*** 0.084* 0.000*** 0.157 0.001*** –2.890* 0.022**

PCREDIT 0.058* 0.000*** 0.060 0.000*** 0.971 0.000*** 0.061* 0.000*** 0.117 0.001*** –1.070 0.007***

ZSCORE 0.060* 0.000*** 0.766 0.000*** 0.054* 0.049** 0.644 0.014** 0.124 0.045** –1.684* 0.000***

LOGGDP 0.050* 0.000*** 0.110 0.000*** 0.077* 0.000*** 0.451 0.000*** 0.061* 0.003** 2.861 0.000***

INFL 0.058* 0.021** 0.197 0.045** 0.822 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** –3.874 0.000***

PCA INST 0.188 0.000*** 0.106 0.000*** 0.400 0.002*** 0.406 0.000*** 0.018** 0.000*** –1.368 0.000***

Source: Authors’ calculation.

Note: *, ** and *** denote significance at 10, 5 and 1% levels respectively.

Table 2
Kao Panel Co-Integration Test Results

Countries Null Hypothesis (No Co-integration) P (Value) test statistics

BRICS ADF 0.1202 –3.60

Brazil ADF 0.034 –2.656*

Russia ADF 0.167 4.78

China ADF 0.0645 –3.89

India ADF 0.0897 –1.78

South Africa ADF 0.0567 –1.67*

Source: Authors’ calculation.

Note: * denotes significance at 5% level.
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Table 3
Results of Panel VAR Granger Causality Test

Countries TIP/GDP

Dependent variable: NPL Dependent variable: GDP

BRICS 19.67*** 28.78

Brazil 17.98*** 8.95**

Russia 3.56 2.78

India 9.75*** 8.74

China 7.56 6.93

South Africa 9.87*** 10.95**
Source: Computed by the authors.

Note: *, ** and *** denote significance at 10, 5 and 1% levels respectively.

Table 4
Long Run PMG ARDL Estimation

Countries bRiCs brazil Russia india China south africa

Short run Coefficient Coefficient Coefficient Coefficient Coefficient Coefficient

PCREDIT –0.1125*** –0.038** –0.217 –0.086** 0.086 –0.046***

ZSCORE –0.1437* –0.353** –3.461** –0.105** –0.105 0.137

LOGGDP –7.9687*** 3.038 –4.871*** –6.018** –10.018** 9.387***

INFL –0.53503*** –0.112*** –2.452* 0.567 –0.875** –0.733*

PCA_INS –0.1516 –0.073* 3.907 –0.547* .876 –0.367

Source: Computed by the authors.

Note: Critical value at the 1%, 5% and 0% significance level denoted by*, ** and ***respectively.
Table 5

Short Run PMG ARDL Estimation

Countries bRiCs brazil Russia india China south africa

short run Coefficient Coefficient Coefficient Coefficient Coefficient Coefficient

PCREDIT –0.03333*** –0.060*** –0.119 –1.125* –0.0389 1.966

ZSCORE –0.30938*** –1.23** –18.75* 0.187 –0.767*** 1.817

LOGGDP –5.71646** 0.036 –1.241** 0.086 –7.748* 0.437

INFL –0.15397 –0.444* 1.184 0.241 –0.5365 –1.362*

PCA_INS –0.818252** 0.064 –3.713** –2.072*** –.76478** –1.179

Source: Computed by the authors.

Note: Critical value at the 1%, 5% and!0% significance level denoted by*, ** and ***respectively.
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on the link between financial sector development and 
NPL. This finding supported the hypothesis that a large 
banking sector should be more stable than a small banking 
sector if a strong systemic risk regulatory framework is 
in place [12].

The coefficient of GDP shows a positive correlation 
between real economic activities and NPLs. It implied 
that NPLs were lower during the economic boom due 
to increased financial activities and stability. Likewise, 
the coefficient of inflation shows a positive relationship 
between the banking sector’s NPLs and inflation in the 
long-run but in the short run, inflation is negative but 
insignificant and associated with NPLs. In order to 
boost lending during prosperous economic times, banks 
lowered loan-screening standards and used loose lending 
criteria. This increased the probability of rising NPLs 
when unforeseen circumstances occurred that affected 
borrowers’ capacity to repay [7].

Institutional quality variables (PCA_INST) coefficient 
shows a negative but insignificant link between NPL and 
governance indicators in the long-term. The (PCA_INST) 
coefficient is significantly negatively associated with 
NPLs. That proves the findings of the paper [2], which 
pointed out that crises are more likely to occur in nations 
with lax institutional controls and systemic reliance on 
banks in the financial system. They cited the 2008 global 
financial crisis as well as numerous national banking 
crises in various nations around the world.

However, the short-run coefficients of INFLATION are 
negative, which is the opposite of long-run estimation. 
Finally, the institutional environment index is negative 
but statistically significantly associated with NPLs, which 
clearly indicates countries with a better institutional 
environment are more likely to have lower amounts of 
NPLs.

CONCLuSION AND IMPLICATION OF STuDY
The causes of NPLs in the BRICS countries are 
investigated in this paper. Prior research without a 
focus on the institutional setting of the BRICS countries 
has shown the importance of systemic risk and bank-
specific shocks to the stability of the financial system. 
Our findings suggest that the size of the banking 
sector, GDP, and inflation rates are important long-
term predictors of financial stability in BRICS nations. 
In contrast, the size of the banking sector, the Z-score, 
and the levels of institutional quality indicators are 

important short-term predictors of financial stability in 
BRICS nations. Although there is a causal relationship 
between the GDP and NPLs.

Institutional quality has arguably been recognized as 
one of the most important drivers of GDP development 
in research on institutional economics. By imposing 
contextual controls, institutions create and enforce 
norms and regulations in front of the public. In general, 
strategies adopted by domestic institutions to establish 
the legal and cultural contexts for socioeconomic activities 
are connected with institutional quality. Consequently, 
this demonstrates the government’s capacity to develop 
and implement laws and policies that support business, 
enhance contract execution quality, safeguard property 
rights, uphold a robust legal system, and ensure that 
institutions are independent of political influence. On 
the other hand, ineffectual institutions support the 
private sector inefficiently, which results in corruption, 
an inefficient bureaucracy, and lax environmental 
restrictions.

Our literary work will help society in two different 
ways. First, our analysis adds to the research on NPLs in 
banking and regulation that has already been done [2]. 
These studies make an effort to pinpoint the causes of 
financial system fragility as well as prospective influences 
on NPLs in banking. By examining the cases of developing 
and developed economies, we contribute to this body of 
scholarship. Investigating the effect of economic and 
stock market volatility on banking stability in various 
areas might be a valuable area for future research. Finally, 
as a follow-up to papers [6, 12, 13], future research might 
also look at how digital finance affects banking stability 
globally. Second, from the perspective of policy, this study 
will assist governments, policymakers, bank regulators, 
and supervisors in developing and underdeveloped 
countries to understand the significance of assessing not 
only credit loss protection and insolvency in the banking 
system but also the impact of institutional quality and 
the impact that such events would have on the NPLs of 
emerging economies. In order to protect societal interests, 
it will assist the government in gaining knowledge about 
policy-making, advice, and regulation in regard to non-
performing and banking stability. This study will also 
examine how NPLs and banking instability impact a 
country’s actual economy, assisting policymakers in 
understanding how these factors affect economic growth 
so that they can develop plans accordingly.
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APPENDIX

Table 1
descriptive analysis

Variable Mean std. dev. Min Max

NPL 5.889267 5.037413 0.953674 29.8

PCREDIT 76.51994 42.41389 16.83777 182.8681

ZSCORE 15.03053 4.611557 6.215393 24.11201

LOGGDP 2.05E + 12 3.01E + 12 1.29E + 11 1.47E + 13

INFLATION 7.245868 9.177997 –1.40147 85.74649

PCA_INST –0.23371 0.363133 –0.85587 0.470056

Source: Author’s calculation.

Table 2
Pairwise Correlation Matrix

Variable PCREDIT ZsCoRe LOGGDP PCA_INST PCA_INST

PCREDIT 1

ZSCORE 0.3827* 1

LOGGDP 0.4998* 0.5262 1

INFLATION –0.5143 –0.346* –0.2185* 1

PCA_INST 0.2427* 0.3375* –0.2631* –0.2152 1

Source: Author’s calculation.

Note: *denotes significance at 5% level.
Table 3

Result of Pairwise Correlation Matrix of World Governance Indicators

CoC Ge PS RQ Rol VaC

COC 1

GE 0.7556* 1

PS 0.6382* 0.4995* 1

RQ 0.8265* 0.6578* 0.7073* 1

ROL 0.7746* 0.6113* 0.2744* 0.5203* 1

VAC 0.5762* 0.2032 0.1337* 0.5224* 0.7* 1

Source: Author’s calculation

Note: *denotes significance at 5% level.
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Table 4
Result of Principal Component Analysis

Component eigenvalue difference Proportion Cumulative

Comp1 3.87118 2.76994 0.6452 0.6452

Comp2 1.10124 0.505796 0.1835 0.8287

Comp3 0.595441 0.338036 0.0992 0.928

Comp4 0.257404 0.157352 0.0429 0.9709

Comp5 0.100053 0.0253677 0.0167 0.9876

Comp6 0.074685 . 0.0124 1

Source: Author’s calculation.

Table 5
Principal Components (Eigenvectors)

Variable Comp1 Unexplained

Control of Corruption 0.4891 0.07385

Government effectiveness 0.4029 0.3716

Political stability 0.3446 0.5402

Regulatory quality 0.4518 0.2097

Rule of Law 0.4119 0.3433

Voice and accountability 0.3254 0.5902

Source: Author’s calculation.

S. Goyal, N. Singhal J. M. Prosad, N. Mishra



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru 79

ORIGINAL PAPER

DOI: 10.26794/2587-5671-2023-27-6-79-88
UDC 336.7,338.2,339.7(045)
JEL E58, F33, G28

Three Objectives of International Banking Regulation: 
analysis of their interrelationship and issues

E. P. Dzhagityana, o. R. Mukhametovb

a, b HSE University, Moscow, Russia;
b Financial Research Institute of the Ministry of Finance of the Russian Federation, Moscow, Russia

abstRaCt
In response to the Global Financial Crisis of 2008–2009, international financial regulators tightened the regime of 
banking supervision in order to minimize systemic risks, strengthen banking sector resilience and ensure financial 
stability. Given the increased level of credit risks and the issue of liquidity in the banking sector, as well as the role 
of banks in promoting the dynamics of the macro-environment, the objectives of banking regulation, through their 
interrelationship, may conflict with one another, and the research of this phenomenon is the subject of this article. 
The academic literature excludes research that provides definitive evidence on whether post-crisis banking regulation 
reform has achieved each of the abovementioned goals, determining the relevance of our study. The scientific novelty is 
attributed to the principally different approach proposed by the authors in assessing the effectiveness of the post-crisis 
model of international banking regulation, which is based on the analysis of the interaction and contradictions of the 
objectives of modern regulatory policy. The purpose of the study is to identify the extent to which the objectives of the 
post-crisis regulatory model were achieved and to what extent regulatory efforts contribute to the reduction of systemic 
risks. To achieve the research objectives, the authors applied methods of statistical and comparative analysis, synthesis 
of factors underlying the post-crisis regulatory mechanism, systematization, generalization and forecasting. The authors 
analyzed the main elements of the regulatory reform, examined the dynamics of the banking sector, and assessed 
the impact of the reform on systemic risks and economic growth. The research results show that tighter supervisory 
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to the new Basel III standards allows each objective to be achieved.
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iNtRodUCtioN
Objectives of the Post-Crisis Regulatory Model

The Global Financial Crisis of 2008–2009 
demonstrated the inevitabi l i ty  of  an 
international reform of banking regulation 
(further —  reform), aimed at reduction of risks 
in the banking sector to the level necessary to 
maintain financial stability regardless of the 
macroeconomic crises and external shocks. 
The microprudential regulation segment 
developed by the Basel Committee on Banking 
Supervision (further —  BCBS), known as 
Basel III, aims at stress resilience of banks by 
minimizing their credit (and, consequently, 
systemic) risks, and ultimately —  to restore 
their contribution to financial stability and 
economic growth.

The adoption of Basel III rules by BCBS 
member states has increased the resilience 
of the banking industry. This is demonstrated 
by the fact that despite non-economic origin 
of the COVID-19 pandemic, banks in most 
countries continued to perform their function 
of financial intermediation,1 although a crisis 
mitigation and extra-soft monetary policy 
has also contributed to ensuring sufficient 
liquidity in the banking sector. While banks 
have largely successfully adapted to Basel III, 
its minimum capital adequacy requirements 
pose certain restriction on lending, which 
could decelerate economic growth. However, 
the decrease of GDP and the cost to the 
economy because of financial crises that may 
have arisen in the absence of reform would 
have been greater and more likely to have 
negative long-lasting effects.

I n  t h e s e  c o n d i t i o n s ,  t h e  r e f o r m 
concentrated on banks’ intermediation 
function with strong supervisory criteria, as 
well as banks’ role as open market liquidity 
providers. However, along with higher level of 
banks’ stress resilience the reform may have a 
negative effect on their credit capacity, thus 

1 Bank for International Settlements (2020) Implementation of 
Basel standards: A report to G20 Leaders on implementation 
of the Basel III regulatory reforms. November. URL: https://
www.bis.org/bcbs/publ/d510.pdf (accessed on 21.03.2022).

adversely affecting economic growth. This 
situation, in our opinion, determines the three 
regulatory policy objectives, the achievement 
of which will determine financial stability and 
economic growth:

•  minimization of  credit  r isks  as  a 
contribution to consistency of banking 
performance;

•  minimization of systemic risks as a 
contribution to higher stress resilience of 
banks;

•  adaptation of banks to the post-crisis 
regulatory model.

Based on the reform objectives, our 
paper explores the interplay: how the 
reform affects each of the objectives and 
whether there are contradictions among 
them. Conclusions  on increasing  the 
efficiency of banking supervision and 
further improvement of banking regulation 
are based on the summary of research 
results and the examination of primary 
data. We are confident that, in the context 
of the contemporary risk management 
approaches, these findings will improve 
knowledge of the risks and their sources, 
which wi l l  a l low f inancial  regulators 
to optimize the search for the new risk 
mitigation tools while also evaluating the 
extent of the effect of the measures applied 
in the financial sector.

CRedit RisKs oF baNKs
approaches to Credit Risk assessment

By the time the Global Financial Crisis struck, 
imbalances had accumulated in the banking 
sector between assets and off-balance sheet 
liabilities, assets and banks’ own funds, as 
well as a growing deficit in banking sector 
liquidity.2 As a source of risk, these imbalances, 
along with financial deregulation policies, 
could not help but become a “time bomb” for 
the financial sector.

2 Basel Committee on Banking Supervision. (2008). 
Comprehensive strategy to address the lessons of the banking 
crisis announced by the Basel Committee. URL: https://www.
bis.org/press/p081120.htm (accessed on 21.02.2022).
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Since credit assets are a core element 
of banking activities, the reform mainly 
focused on credit risks. The reform measures 
introduced a dependence of the minimum 
capital adequacy on the amount of risk-
weighted assets (further —  RWA). While assets 
are evaluated based on credit, market, and 
operational risk, credit risk has the greatest 
impact on RWA, given that credit assets 
account for at least 60–70% of bank assets. 
Accordingly, the stress resilience of the bank 
and its viability depend on credit risk, which 
is actually the essence of the main block of 
the reform. On the other hand, the degree 
to which the RWA methodology affects the 
comparability of capital adequacy and investor 
confidence in credit risk indicators will be 
determined by the cost of capital and other 
operating costs, which will contribute to a 
fair competitive environment in the banking 
sector. As competition increases, the level of 
credit risk will decrease [1], and a higher level 
of investor awareness of the financial position 
of banks will open up new opportunities for 
attracting capital at a relatively low cost.

Capital buffers as a Means of Credit Risk 
Management

A fair assessment of the RWA is necessary not 
only for the comparability of credit risk levels, 
but also for regulatory action to strengthen 
bank stress resilience. It is a question of 
additional surpluses (buffers) to capital 
adequacy standards in order to ensure the 
lending to the economy in an amount that 
would not depend on crisis phenomena, as well 
as to absorb possible costs, thereby contributing 
to stability in the banking sector [2].

S t r e n g t h e n i n g  b a n k s ’  c r e d i t  r i s k 
management ability, for example through 
the introduction of an IRB (Internal Ratings-
Based) approach, along with increased 
supervisory requirements not only improved 
their stress resilience and market discipline, 
but also significantly contributed to reduction 
of their risks. It is obvious that the most 
important criteria for the effectiveness of 

post-crisis regulation is continuity of the 
bank’s financial intermediation function 
during uncertain times rather than the bank’s 
key performance indicators. It is, therefore, 
not surprising that additional capital buffers 
have reduced shortage of capital [3], despite 
a slight decrease in loan growth rates [4, 5],3 
increased operating profits [6] and banks’ 
ability to absorb risks even during credit 
expansion [7]. Moreover, higher capital 
requirements contributed to higher quality of 
credit assets [8]. Thus, the reform has helped 
to resolve several issues, which lifted obstacles 
to the risk mitigation efforts, thus increasing 
the integrity of banking performance, which is 
the key to financial stability.

stRess ResilieNCe 
oF baNKs

The lessons of the global financial crisis 
demonstrate the high vulnerability of banks 
to external challenges, regardless of their size, 
market specialization, and activity in financial 
markets. The forefront reforms, which 
emphasized heightened supervisory standards, 
have contributed not only to the reduction 
of credit risks but also to the strengthening 
of banks’ resilience and the minimization of 
systemic risks. Further studies have shown 
the indispensability of such an approach, both 
within individual banks [9] and in the banking 
sector as a whole [10, 11].

T h e  e f f e c t i v e n e s s  o f  t h e  p o s t -
cris is  model  of  banking regulation is 
d e m o n s t r a t e d  by  t h e  g r o w t h  o f  t h e 
Common Equity Tier 1 (CET 1) capital of 
the EU banks — from 12.72% in the second 
quarter of 2015 to 15.6% in the second 
quarter of 2021, and Tier 1 capital — from 
13.44% to 16.87% in the same period.  
Banks’ additional efforts in increasing their 
equity were supplemented by improved 
control over credit  quality, leading in 
a  d e c r e a s e  o f  n o n - p e r fo r m i n g  l o a n s 

3 This conclusion is ambiguous: a number of studies indicate 
that international banking regulation reform had no impact on 
the amount of loans (see, for example, [5]).
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(NPL) from 7.48% to 2.32% to total loans.  
Furthermore, banks’ abil ity  to absorb 
external shocks has improved, reducing 
the perspectives of risk transformation 
into a system-wide economic crisis during 
the COVID-19 pandemic.

Systemically Significant Banks and Systemic 
Risks

In the framework for stress reduction 
in  the  banking  sector, internat ional 
regulators have identified the largest 
internationally active banks as a potential 
source of macro-financial instability, while 
being vulnerable to external shocks, as a 
separate supervisory category. Such banks are 
classified as global systemically important banks 
(further —  G-SIBs), and increased supervision 
has been implemented. In contrast to the 
deregulation period, a bank’s systemic 
significance is defined not as the risk of  
G-SIBs bankruptcy, but as the impact of its 
dysfunction on the state of the financial sphere 
and macroeconomic conditions.

Compared to other banks, G-SIBs have 
a significant impact on financial stability, 
inc luding  through r i sk  t ransmiss ion 
c h a n n e l s  [ 1 2 ,  1 3 ] ,  r e s u l t i n g  i n  a n 
increased level of associated risks in the 
event of instability. The specificity of  
G-SIBs is reflected in the BCBS methodology,4 
according to which they are subject to 
additional capital buffers depending on the 
level of their systemic importance: the higher 
the level, the greater the buffer.

Despite the efforts of regulators, the 
additional capital buffer for G-SIBs did not 
completely reduce systemic stress, including 
due to the lack of market discipline [14]. The 
matter is that notwithstanding regulatory 
restrictions, the fall in the amount of G-SIB 
transactions, that is associated with higher 

4 Basel Committee on Banking Supervision (2021) The Basel 
framework. SCO40  —  Global systemically important banks. 
URL: https://www.bis.org/basel_framework/chapter/SCO/40.
htm?inforce=20211109&published=20211109 (accessed on 
21.03.2022).

risks, have not reached a level at which 
international regulators’ responsibilities 
for financial stability can be performed 
efficiently. In this regard, in 2015, the post-
crisis regulatory concept was complemented by 
TLAC, a consolidated potential loss absorption 
indicator that increases G-SIBs’ responsibility 
in relation to market discipline. Such an 
approach has contributed to strengthening 
G-SIBs’ stress resilience, as evidenced by the 
transfer of some G-SIBs into buckets with lower 
systemic importance at the turn of the 2020s.5

As a result, the reform has reduced 
systemic risks [15]  and, consequently, 
the r isks  of  f inancial  distress. I t  has 
also contributed to reducing the level of 
interconnectedness of G-SIBs [16], promoted 
diversification of the sources of bank profits 
[17]. Moreover, their simplified operating 
models have also contributed to alleviation 
of systemic stress [18]. However, while 
bank’s performance integrity remains 
one of determinants of financial stability 
during crises, it is not clear to what extent 
compliance with Basel  III  supervisory 
standards will remain a stress-resilience 
factor in the event of new external shocks. In 
reality, during instability the banking sector, 
compared to other sectors of the financial 
system, becomes a source of systemic risks 
[19], especially due to the increased level 
of systemic significance of banks stipulated 
by crisis developments [20]. This issue is in 
line with the dilemma between the amount 
of capital  required to maintain stress 
resilience and the cost of additional capital 
necessary to ensure continuity of banks’ 
financial intermediation function. Since 
the balanced approach to the dilemma will 
determine credit capacity of banks, the level 
of stress resilience in the banking sector 
will determine the pace of economic growth 
based on which it will be possible to assess 
costs associated with the post-crisis recovery.

5 Financial Stability Board. List of Global Systemically 
Important Banks (for the relevant years). URL: https://www.
fsb.org/ (accessed on 22.03.2022).
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systemic Risks in the Context 
of Microprudential Supervision

The modern world economy is affected by 
many factors, making it difficult to assess 
systemic risks. Despite the fact that the reform 
has contributed to their decrease, the absence 
of consistent approaches to analyzing the risks 
of systemic stress dilutes the understanding of 
stress resilience and financial stability.

The financial area experts are making 
efforts to develop the concept of systemic risk 
assessment. One of the approaches is ΔCoVaR 
[21], which defines systemic risks as financial 
system risks caused by a particular event (e. g., 
crisis developments) that, in turn, may cause 
dysfunction of a bank. Another approach 
relates to the aggregate ΔCoVaR [22], which 
is applied for a group of financial institutions, 
including G-SIBs, and demonstrates its rapid 
increase for all banks in the sample. Its 
fluctuations during the Global Financial Crisis 
and subsequent decline, while remaining 
volatile, reflect periods of economic instability 
(Fig. 1). The decrease of ΔCoVaR indicates 
a reduction in systemic risks in the global 
scope, remaining generally higher for G-SIBs 
compared with other banks, i. e. G-SIBs’ level 
of systemic risk exceeds the risk of the other 
categories of banks.

Systemic risks are also evaluated using 
the SRISK coefficient [23, 24]. Compared to 
ΔCoVaR, with SRISK one can analyze capital 
shortages based on the specifics of banking 
performance, including the size of assets, 
leverage ratio, and risk level. However, SRISK 
may overestimate the level of systemic risk, 
as its original version does not include TLAC 
(see above). Alternatively, if the assets used 
in the calculation of TLAC are taken into 
consideration, it becomes apparent that 
in 2019, the share of G-SIBs with capital 
shortages because of a systemic stress event 
was less than in 2007, i. e. before the Global 
Financial Crisis (Fig. 2).

Assessing bank stress resilience from a 
systemic risk perspective requires focused 
attention from financial regulators. There are 
numerous works in the economic literature 
that are based on models with application 
of ΔCoVaR and SRISK, which contributes to 
a clearer understanding of the systemic risk 
sources, the extent of systemic stress, and 
the limits of their impact on both individual 
banks and the banking sector at large (see, 
for example, [25, 26]). Besides, by applying 
SRISK, it was revealed the response of the 
potential systemic risks on the monetary 
policy decisions [27], that expands the 
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understanding of the banks’ risk-oriented 
behavior. Calculations based on such models 
typically show higher level of systemic risk 
than those identified by the application of 
microprudential standards. It is likely that, 
if introduced to regulatory practice, such 
an approach will meet the expectations of 
international regulators in their search for 
effective regulatory instruments that would 
absorb losses stemming from external shocks. 
This would allow to accurately calculating 
the amount required by banks to ensure their 
performance efficiency despite economic 
instability and crisis developments, and 
ultimately —  to increase the efficiency of 
approaches towards financial stability.

ADAPTATION OF BANKS 
TO THE POST-CRisis ReGUlatoRY 

Model
Banks’ Performance Efficiency in the Context 

of tightened Microprudential supervision
Although the reform has contributed to 
strengthening the stress resilience of banks, 
their adaptation to the new supervisory 
standards and their role in ensuring economic 
growth still require further research. The 
post-crisis mechanism of microprudential 

policy has considerably improved bank capital 
structure. According to the Bank of International 
Settlements, the level of CET 1 capital adequacy 
ratio of 105 internationally active banks 
increased from 7.2% in 2011 to 14.0% in 2019, 
the adequacy of Tier 1 capital increased from 
3.5% to 6.0%, and the amount of highly liquid 
assets on their balance sheets increased by 50% 
in the same period —  up to 10.7 trillion euros.6

The growth of banks’ capital created new 
opportunities for them: the focus of their 
activities changed from the securities markets 
to traditional banking area. Despite increased 
minimum leverage  requirements  and 
decreased return on equity (ROE), banks have 
been able to strengthen their stress resilience, 
as noted above. By the end of 2016, the 
process of the banking sector adaptation in 
the countries that implemented the Basel III 
standards had been completed.7

The objectives of higher stress resilience 
required banks to direct their internal 

6 Bank for International Settlements (2021) Crossing the 
Basel III implementation line. 15 April. URL: https://www.bis.
org/speeches/sp210415.pdf (accessed on 24.03.2022).
7 Structural changes in banking after the crisis. Bank for 
International Settlements. January 2018. P.  50. URL: https://
www.bis.org/publ/cgfs60.pdf (accessed on 24.03.2022).
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resources to increase equity and attraction of 
additional liquidity as a cushion in periods of 
instability. Therefore, the adaptation process 
have to decide between stress resilience of 
banks and financial stability on the one hand, 
and economic growth, on the other.

Banks’ Adaptation to Post-Crisis Regulation 
as a Key to economic Growth

In the early stages of the reform, financial 
experts opined that higher minimum capital 
adequacy requirements would inevitably 
slowdown in GDP growth rates, resulting 
in the reduced access to credit facilities.8 
However, as the reform developed, so did the 
assessment of its effect on economic growth. 
The introduction of the Basel III standards, 
along with the macroprudential regulation 
measures, has contributed to certain reduction 
in the level of pro-cyclicality of banking 
activities [28] mainly due to the shift to a more 
prudent credit policy. In such circumstances, 
the credit activity of banks should decrease 
and, accordingly, be a factor restraining 
economic growth [29]. However, a number 
of studies show the opposite effect —  the 
counter cyclicality of regulatory policy does 
contribute to economic growth [30, 31], which 
is stipulated not only by the higher level of 
credit capacity of the banks, but also by their 
prioritization of traditional banking services.9

The increase in the bank lending capability 
amid the rigorous regulatory framework 
looks paradoxical, but there are reasonable 
reasons behind this phenomenon, including 
the timely and immediate adjustment of their 
operating models [32], the diversification of 
the revenue sources [33], the optimization 
of the asset structure [34], and the increase 
in operating profits [6]. At the same time, 
banking activities are often associated with 

8 Assessing the macroeconomic impact of the transition 
to stronger capital and liquidity requirements. Bank for 
International Settlements. December 2010. P. 1. URL: https://
www.bis.org/publ/othp12.pdf (accessed on 26.03.2022).
9 So, it draws attention to the increase of the balance sheet of 
the above 105 banks over the period considered by 25%, which 
occurred mainly due to increased loans volumes.

increased risk [35], including in order to 
squeeze additional profits needed to maintain 
regulatory compliance. On the other hand, the 
reduced dependence of banking performance 
on the rigor of the supervisory standards 
demonstrates the successful adaptation of 
banks to the reform, which substantially 
increased their resilience to external shocks 10 
and reduced their vulnerability to crisis 
developments during the COVID-19 pandemic, 
despite its unexpectedness and non-economic 
causes.

In this regard, the only way in solving 
the dilemma between economic growth and 
financial stability is to ensure the banking 
sector’s ability to provide the market 
with additional liquidity regardless of the 
specifics of supervisory requirements and 
external shocks. In other words, the level 
of conservatism in banking activities and 
supervisory requirements should be limited to 
the extent that they do not hinder economic 
growth and contribute to mitigation of 
systemic stress.

CoNClUsioN
International banking regulation reform 
has achieved the objective of ensuring the 
stress resilience of banks, which is one of the 
main contributors to financial stability. In 
particular, the introduction of the post-crisis 
supervisory standards has been accompanied 
by the improved approaches to credit risk 
management, reduced bank capital shortage 
and lower level of systemic risks. At the same 
time, the reform’s impact on economic growth 
remains ambiguous. The more rigorous 
supervision may reduce economic activity. 
On the one hand, the reform resulted in a 
short-term credit contraction, which limited 
lending in the early stages of the reform and 
led to a relatively slow post-crisis recovery. 
On the other hand, the reform prevented new 
financial shocks, the economic cost of which 

10 Structural changes in banking after the crisis. Bank for 
International Settlements. January 2018. P.  50. URL: https://
www.bis.org/publ/cgfs60.pdf (accessed on 26.03.2022).
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could have devalued all previous efforts by 
international regulators in ensuring the 
integrity of the banking sector. This is to 
note that consistency of the reform yielded in 
banks’ adaptation at minimal apparent cost, 
which has allowed them to restore their role 
as drivers of economic growth.

The results of this study show the interplay 
and complementarity of the objectives of 
the reform, contributing to the formation of 
economic immunity in the banking sector. 
At the same time, the effectiveness of their 
interplay is constrained by the lack of a one-
size-fits-all approach in assessing credit 
and systemic risks, as well as the absence of 
consensus on the adaptability of banks to the 
reform.

Despite the timeliness of regulatory actions 
on systemic risks, future periods of instability 
might require principally different regulatory 
approaches in the absence of the economic 
recipes required for mitigation of such 

threats. However, with the stress resilience 
of the world’s banking systems during the 
COVID-19 pandemic, it is unlikely that banks 
will be vulnerable to external shocks leading 
to their dysfunction. Given the uncertainty 
and potential severity of future crises, as 
well as the need to reinforce the regulatory 
framework’s crisis mitigation base, the 
adoption of singular approaches to systemic 
risk assessment in supervisory practice 
seems unavoidable. In this regard, further 
improvement of the regulatory mechanism 
could be based on common, internationally 
agreed stress resilience criteria for banks 
subject to the specifics of the national banking 
systems. At the same time, regulatory policy 
convergence could be based on EU experience 
in the development of supranational system 
of financial regulatory authorities. This will 
require incentives for convergence and, for 
non-BCBS countries, incentives for accession 
to the Basel Accords.
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iNtRodUCtioN
The increase in the share of digital solutions 
in business communications significantly 
stimulates the creation of fundamentally new 
forms of interaction of economic agents. This 
innovative renewal of interaction is aided by 
the fact that practical solutions, particularly 
in the field of financing, exceed theoretical 
generalizations. The new forms of business 
interaction should include ecosystems, or, 
according to the work of the author of the 
ecosystem concept J. Moore [1, 2], business 
ecosystems. According to experts,1 from 2018 
to 2020, the Russian ecosystem market in 
terms of subscriptions to services grew more 
than 12 times. By 2024 (compared to 2020) it is 
expected to increase by almost 4 times, and by 
2030 about 55 mln Russians will be subscribers 
of ecosystems with a monthly fee of at least 
200 rubles.2

The success of such industrial business 
ecosystems as Huawei, Haier, Samsung 
Electronics and others, which grow by bln USD 
annually, should be mentioned first of all. 
Samsung Electronics recorded revenue of 234 
bln USD in 2022,3 growing by 10% over the year, 
and Haier continues to strengthen its position 
in the markets, reaching revenues of 243.5 bln 
yuan and increasing net profit by 12.5% —  to 
14.7 bln yuan.4 US sanctions led to a record 69% 
fall in Huawei’s net profit to 5.2 bln USD in 2022, 
but revenue remained virtually unchanged to 
92.38 bln USD (or 642.34 bln yuan).5

1 ICT Moscow. J’son & Partners Consulting. Russian 
ecosystems. Players, services, subscriptions, user experience 
fom2018–2024. URL: https://ict.moscow/research/ekosistemy-
rossii-igroki-servisy-podpiski-polzovatelskii-opyt-2018–
2024/?amp&amp&amp (accessed on 17.04.2023).
2 Petrova J. By 2030, ecosystems in Russia will have 55 million 
subscribers. Frank Media, 01.02.2022. URL: https://frankrg.
com/58581 (accessed on 17.04.2023).
3 Consolidated Financial Statements оf Samsung Electronics Co., 
Ltd. аnd its Subsidiaries Index to Financial Statements. URL: 
https://images.samsung.com/is/content/samsung/assets/global/
ir/docs/2022_con_quarter04_all_1.pdf (accessed on 17.04.2023).
4 Haier Smart Home Co., Ltd. 2022 Annual Report. URL: 
https://smart-home.haier.com/en/gpxx/?id=yjbg&spm=invers
tor.31547_pc.irheader_20200506_2.2 (accessed on 17.04.2023).
5 Huawei Investment & Holding Co., Ltd. 2022 Annual Report. 
URL: https://www-file.huawei.com/minisite/media/annual_
report/annual_report_2022_en.pdf (accessed on 17.04.2023).

Service ecosystems (Sber, Yandex, VK, MTS) 
are currently predominant in Russia, which 
together have ensured an average annual 
revenue growth of 165% over the last 5 years 6 —  
from 0.4 to 19.7 bln USD (Fig. 1), which requires 
appropriate funding, while only the Sber 
ecosystem is provided with its own funding.

Applications for the creation of production 
business ecosystems are also declared by most 
of the largest Russian companies with state 
participation, for example, such as Rostec and 
Rosatom (with turnovers of more than 1.5 trn 
rubles each), although elements of such forms 
create almost all Russian companies, not only 
implementing such financial solutions as “Buy 
now, pay later”, “Integration of financial services 
with ecosystem”, “Full cycle: “purchase-payment”, 

“Digital dual asset management” and others, but 
also considering the possibility of using digital 
financial assets.

The successes of the practice implementation 
lead to a substantial increase in publications 
devoted to the classification of business 
ecosystems and their economic, entrepreneurial, 
and social essence (to which a lot of foreign 
reviews are devoted, for example, D. Teece [3], 
Е. Altman [4], R. Kapoor [5], М. Jacobides [6], 
X. Parisot [7], М. Spaniol and N. Rowland [8] 
and others, and Russian publications, first of all, 
А. V. Babkin [9], Е. А. Tretiakova [10], Е. V. Popov 
[11], Т. О. Tolstykh [12] and others).

In  many  publ icat ions  on  bus iness 
ecosystems, most researchers (except for 
publications devoted to crypto assets) do 
not analyze the question of financing new 
structural solutions, both planned and 
current. In one of J. Moore’s most recent 
publications, dedicated to the man in the 
ecosystem [13], the word “finance” does not 
appear, as if ecosystems have the ability 
to attract finance without any problems.  
J. Moore restricts his paper to the cost of the 
business ecosystem to support the creativity 

6 The role of ecosystems and marketplaces in the development 
of small and medium-sized enterprises in Russia. June 2022. 
URL: https://delret.ru/research/rol-ekosistem-marketplejsov 
(accessed on 17.04.2023).
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of the individual, providing “zero distance with 
the consumer” [13, p. 65].

At the same time, the supporters of the 
crypto approach, i. e. the use of cryptocurrency-
based financing, are actively creating their 
own ecosystems, frequently allocating to 
them with the precision of the underlying 
cryptocurrency —  the ecosystem of bitcoin, the 
ecosystem of Ethereum 7 etc., including the 
emergence of a new category —  decentralized 
finance (DeFi) [14].

The second group of authors is determined 
that the implementation of ecosystems in 
industry does not require special solutions to 
attract financial resources and that the existing 
financial system of the state or corporations, for 
example, in an open innovation ecosystem [15, 
16], allows such projects to be implemented 
successfully. This approach raises some 
doubts, as if it were fair, there would be no new 
challenges associated with the digitalization of 
finance.

Furthermore, financial technologies, which 
initially relied on the facts of accelerated 
settlements and ease of use [17], are beginning 
to prevail in a number of business ecosystems, 
not only as a settlement instrument, but also as 
a financing tool.

7 Top 5 cryptocurrency ecosystems by capitalization in May 
2022. Crypto.ru, 13.05.2022. URL: https://crypto.ru/top5-
kriptovalyutnyh-ekosistem-po-kapitalizatsii/ (accessed on 
17.04.2023).

At  the  same t ime, in  pract ice , key 
beneficiaries of the results of digitalization 
have also not completed their choice regarding 
the role of finance in the ecosystem. Many 
banks, for example, try to get involved in the 
digital economy by focusing on the real sector 
rather than the financial sector, which is 
supported by the perspective of central banks 
actively examining the capabilities of digital 
financial instruments. At the same time, the 
consulting company BSC insists in its reviews 
that financial institutions pay attention to 
digital ecosystems [18], which will either enable 
banks to recover from the crisis phenomena of 
the last two decades, or have the possibility 
of being consumed by them if they refuse to 
cooperate with business ecosystems.

All of this allows us to emphasize the 
importance of  the chosen subject, to 
formulate the purpose of our research —  the 
systematization of available forms of funding 
for ecosystems —  and to initiate a discussion 
that will allow us to define the contours of 
the changes that are affecting the financing 
of projects, specifically industrial business 
ecosystem functions in the format of the digital 
economy (Fig. 2).

Not all directions of digitalization (not the 
complete model of the digital economy) are 
considered the object of the study, but only the 
part that is aimed at creating a single digital 
space in industry as a business ecosystem, 
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which allows to clarify the research question 
and to specify the objectives of this study: 1) 
indicate the need for financial services to be 
included in the toolset of growing industrial 
business ecosystems; 2) discover possible 
financing methods in digital ecosystems. 
The theoretical basis of the first problem 
is contained in the paper of R. Levine and 
S. Zervos [20], in which it is justified that it 
is finance that is an important driving force 
that contributes to the modernization of the 
industrial structure.

When considering the problem presented 
in this study, we use two classic approaches to 
understanding finance: а) the distribution of 
resources over time, according to the classical 
vision (E. Fama and М. Miller [21]), and b) 
how to manage cash flows through various 
organizations (first of all, business ecosystems 
in the modern vision, not yet  having 
organizational and legal status), according to 
the classic approach (J. Hampton [22]).

MethodoloGY
We are based on the assumption that funding 
is an indispensable resource without which 
any form of business, including ecosystems, 
is impossible. Not to mention the nature 
of finance (their role and origin), the two 
approaches to finance functions (reproductive 
and distributive), note that finance as a 
resource does not lose its significance in the 
digital economy, and finance remains an 
important component of the success of any 
project.

The methods of research are the systemic 
approach and its  modif ication  —  the 
ecosystem approach. The basis of  the 
ecosystem approach to the study is the 
creation of the theory of ecosystems, for 
example [3–6], including publications that 
extend the boundaries of modern firm theory 
to ecosystems [23].

Over a 15-year period, the research was 
based on scientific publications that both 

 Fig. 2. the structure of the digital economy
Source: Adapted by the authors based on [19].
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generalized ideas about ecosystems and digital 
platforms and revealed specific features of 
different ecosystem types. We use the following 
model to ensure the consistency of business 
ecosystems (Fig. 3). It should be noted that this 
presentation does not contain any financing 
solutions.

The most promising approach to considering 
the financing of selected types of ecosystems 
(manufactured or industrial), in our view, is the 
concept of “FID —  fusion of industrialization 
and digitalization” [25], which authors point 
to the required resources, assuming that 
financial support is one of them. This approach 
is consistent with our decisions, when we 
say that modern technology has a complex 
structure (with transformative and managing 
components) [26], while the authors of the 
quoted article talk about the two cores of 
the business ecosystem —  production and 
management. It should be noted that, in 
terms of financing, such a concept should be 
supplemented, and it would be right to call it 
FFID (Fusion of Finance, Industrialization and 
Digitalization).

ResUlts aNd disCUssioN
Basic of the study is the conclusion that at 

present the appearance of a single financial 
mechanism of business ecosystems has not 
developed. Various sources of finance resources 
for ecosystems are combined designs, using 
the potential of both traditional finance and 
virtual (or digital). In fact, we can assume 
that ecosystem finance is currently in a pilot 
mode, completion of which will identify key 
development directions, but we can already 
note that banks working with ecosystems [18] 
are achieving better financial performance than 
the traditional banking sector.

As a result of this study, we managed 
to systematize several  approaches to 
solving the issue of providing financial 
resources for the activities of ecosystems  
(Fig. 4).

ecosystem cost compensation, including 
budget allocation for its functioning (“internal 

strategies”, Fig. 4)
A number of studies [27, 28] show that the 
original appearance of a projected ecosystem 

Fig. 3. Generalized Management Model of the business ecosystem
Source: Clarified by the authors based on [24].
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is usually fixed at the time of creation and 
dynamically revised as it develops. This 
uncertainty leads to the conclusion that, in 
the initial design of ecosystem relationships, 
it is impossible to set the purpose of returns. 
In most of M. Jacobides’s publications 
and ecosystem synthesis [6], it is assumed 
that ecosystem financing is costly, on the 
assumption that it creates a more efficient 
form of governance rather than a more effective 
form of profit. Accordingly, like any other 
management, ecosystem management must 
have a budget for its creation and maintenance. 
The effectiveness of such a budget is based on 
the fact that the ecosystem: a) either reduces 
exchange costs, thereby improving the outcome 
of financial transactions; b) increases sales, 
thus realizing the scale effect. Most platform 

and subsequent ecosystem solutions are based 
on these preconditions, as are J. Moore, who 
argues that ecosystems create a new space 
for human development, or M. Jacobides, who 
more confidently speaks of creating a new 
resource management system.

The cost approach is implemented by 
allocating a budget without demanding 
efficiency, but with predetermined results. 
Note that business ecosystems do not have 
organizational and legal forms, and, for 
example, in article M. Jovanovic et al. [29] the 
concept of “ecosystem sponsor” is introduced 
for an ecosystem investor who is entrusted 
with relations related to the organizational-
legal form. On the basis of its own financial 
resources, the sponsor also manages the 
involvement of potential participants [30, 31]. 

 
Fig. 4. Organizational Structure of Business Ecosystem’s Financial Sector Based on a Generalized Model
Source: Developed by the authors.
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The budget allocated by the sponsor (as initial 
capital investments) ensures a broader market 
presence [32, 33] in line with the interests of 
the stakeholders in the sector [34].

In any case, the cost model is applicable, and 
in the initial stages of constructing business 
ecosystems, it is even required, but it should 
be emphasized that the cost model itself can 
contribute to the collapse of the ecosystem 
formed (especially if the business model is 
incorrect).

In general, the cost ecosystem financing 
model is intuitive because the emergence 
of new digital opportunities is closer to its 
approach to infrastructure solutions. It should 
be noted that the participation of the state 
in the creation of, for example, industrial 
ecosystems is also likely to be cost-effective. 
Unfortunately, the existing theoretical basis 
does not for the estimation of the size of such 
budgets, and empirical data are still insufficient. 
At the same time, the creation of many 
ecosystems is linked to the implementation 
of the concept of technological leadership, 
where the amount of resources allocated 
is determined by opportunity rather than 
economically reasonable costs.

Use of credit money in the functioning of the 
ecosystem (“Functional strategies”, Fig. 4) and 

partner banks (“Market strategies”, Fig. 4)
Co s t  f i n a n c i n g  i s  n ot  fe a s i b l e  w h e n 
implementing directly operational activities, 
so in this case, a different approach is required: 
the use of borrowed funds, the source of which 
can be the ecosystem itself, based on the 
banking (or cryptocurrency) core.

Currently, the unavailability for business 
ecosystems of the classic instrument of 
attracting financing through an IPO (as equity) 
significantly increases the significance of credit 
money for ecosystems. There is no doubt that 
an IPO can be carried out by a parent company, 
but in this case, the financing model will be 
reduced to the first approach —  cost financing.

With such financing, integration of virtual 
and traditional finance is acceptable —  for 

example, the use of procedures for lending in 
cryptocurrencies and subsequent conversion 
into fiat currencies with the appropriate reverse 
process. Note that this approach also requires 
the use of swaps, which must be included in 
the financial services of ecosystems due to 
the high current volatility of cryptocurrencies. 
The possibility of such a solution arises from 
the comparability of the money supply, for 
example, the ruble and the capitalization of 
cryptocurrencies (Fig. 5).

The ecosystem mechanism (Fig. 3) may 
provide for a procedure (as a functioning 
service) to attract credit similar to a banking 
or DeFi organization (compliant with national 
legislation). At the same time, by its economic 
nature, the financial service of the ecosystem 
is more of an intermediary than a full-fledged 
business.

One of the possible ways of creating a 
financial service in the business ecosystem 
is the acquisition of banks and the formation 
of an internal service from them (Fig. 4). An 
alternative to this approach is the creation 
by the bank of a new unit that performs 
settlements within the framework of the 
ecosystem management of the partner 
company, such as, for example, Goldman Sachs 8 
for Apple. At the same time, credit money arises 
as a result of settlements, but additional cash 
resource generation is not completed.

The most common mechanism of using 
credit resources to finance ecosystems is 
reversible factoring, which allows us to talk 
about replacing the “pushing” approach to the 
flow of finance with “pulling”.

The “buy now —  pay later” mechanism, 
based on artificial intelligence and business 
analytics, is also beginning to gain personal 
place and importance, allowing for reverse 
factoring intermediaries within supply chains. 
In this case, the reverse factoring is not 
completed by the end consumer, but by an 
internal intermediary, who, for example, buys 

8 Podkletnov A. Goldman Sachs has billions of dollars in losses 
due to the Apple card. Is that true? Habr, 15.02.2023. URL: 
https://habr.com/ru/articles/716950/ (accessed on 17.04.2023).
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a batch of goods whose sales are guaranteed by 
business analytics forecasts, providing the final 
consumer with payment terms.

Furthermore, the attractiveness of full-cycle 
financing (so-called “purchase-payment”) is 
increasing, which can be completed either 
with advance payment or entirely on the basis 
of credit money. This model is often used for 
collaborative economic solutions in which the 
return on credit investments in a collaborative 
business model is delivered through more 
efficient exploitation of an asset than a 
conventional purchase, providing a priority for 
protecting ownership of an ecosystem asset.

Use of the money of ecosystem participants 
(“Market strategies”, Fig. 4)

A characteristic feature of almost all existing 
financial ecosystems is the attraction of 
participant funds to ensure their own cash 
flow. In the case of a bilateral contract, such 

a participant continues to control the entire 
supply chain; however, ecosystems can be 
identified by the fact that complete control 
over the entire supply chain is not possible, 
and several participants are present in the 
same chain with their own funds. The success 
of such solutions requires the establishment of 
a clearing service within the ecosystem (Fig. 3).

Creation of financial technologies as own 
settlement instruments (including on the 

basis of digital financial assets) (“Functional 
strategies”, Fig. 4)

This approach requires a participant with 
their own financial resources to convert 
them into digital financial assets or financial 
technology units and use a supply chain tool 
that is inherent in the ecosystem. In addition to 
providing an additional commission (income) 
to the ecosystem, it enables consistency of 
settlements across the financial model and 
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necessary swapping independent of central 
banking and other regulatory. Note that the 
external consumer of the products and services 
of the ecosystem may not feel this approach to 
financing by making the usual purchase or sale 
of goods and services.

The disadvantage of this approach is the 
loss of part of the funds in the inputs and 
withdrawals of financial resources into the 
ecosystem, the need for continuous valuation 
of money in generally accepted currencies, and 
significant difficulties for public companies to 
conduct audits of their activities.

This strategy can be practically implemented 
by developing one’s own calculating services as 
well as using well-known settlement services. 
The ecosystem can itself issue digital financial 
assets in one form or another, complying with 
the relevant legislation, generate its own 
cash, and use it directly as the currency of the 
ecosystems (e. g., Ethereum).

In the last case, the ecosystem will need 
an additional number of exchanges and other 
settlement centers to increase the liquidity of 
the digital financial asset used. If an ecosystem 
functions only as part of its interaction, i. e. 
the supply chain is completely absorbed by 
the ecosystems, then fintech solutions can be 
quite self-sufficient, and in this case, the main 
problem will be either limiting the volume of 
the issue of the calculation instruments (and 
the increase in the value of such an instrument) 
or the demand issue (and its devaluation).

investment in the ecosystem: private (“Market 
strategy”, Fig. 4) and public (“Non-market 

strategies”, Fig. 4)
Such a process can be initiated by an inflow 
of external investment into the ecosystem 
(often sectoral in nature), in which external 
structures invest in the ecosystem in 
anticipation of higher returns than the 
current market return, or in anticipation of 
more effective achievement of required public 
policy objectives. For example, banks can open 
deposits in an ecosystem, the state can invest a 
certain budget or a return on funding into the 

ecosystems, and how individual participants 
can invest (for example, to participate in the 
ecosystem you need to own a certain amount 
of coins issued by that ecosystem, as in the case 
of Dominica’s digital citizenship 9).

Supply chain financing
The question of competition and interaction 
of ecosystems and supply chains is relevant. 
Understanding the need to attract cash 
resources has the answer to the question of 
how different supply chain financing is in 
general and ecosystem financing in particular.

A comparison reveals that three different 
situations can be formed:

a) ecosystems and supply chains coexist 
(as shown in Fig. 3 and Fig. 4);

b) supply chains complement the ecosystem 
(e. g. as a technology carrier, management, 
environment, etc.);

c) ecosystem complements the supply 
chains.

These situations do reflect the actual 
situation, but do not reveal the funding 
mechanism, as different funding needs arise 
depending on the method of interaction.

If, in case (a), it is possible to talk about 
resource sharing, then (b) the source of funding 
is generally the resources of the ecosystem, 
and (c) the ecosystem becomes a source of 
additional (transaction) costs.

The practice uses models of financing of 
early repayment of debt, pledge of movable 
property and reverse factoring financing, 
financing for receivable debt (direct factoring), 
funding for stocks (holding obligations), 
advance payment, and collateral of pre-paid 
goods for financing.

Thus, summarizing the results of the study, 
we note that the modern portfolio of financial 
instruments in ecosystems is combined, 
heterogeneous and developing, while there 

9 Announcement on Issuing First National Token DMC 
by Tron, Huobi, DMC Labs with Dominica Government 
Endorsement. Huobi, November 29, 2022. URL: https://www.
huobi.com/support/en-us/detail/54924020805230 (accessed 
on 16.05.2023).
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is no unity of sources of financing (at least, 
traditional and virtual).

CoNClUsioN
The study, based on the fact that ecosystems 
are increasingly widespread, has shown that 
ecosystems can use both centralized, state-
regulated and decentralized finance (in a way 
that is not contrary to government regulation). 
This  combined opportunity enables a 
substantial increase in the volume of attracted 
financial resources and a reduction in their cost.

It is important to note that the need for 
initial funding based on cost compensation 
rather than project returns is a historical 
feature of ecosystems (contracted from 
platforms). As mentioned before, the word 

“sponsor” of the ecosystem is used for this 
purpose. This condition can act as an important 
barrier to the formation of ecosystems.

The financing characteristics of existing 
business ecosystems are largely dependent on 

their interaction with supply chains, including 
the three opportunities identified in the 
study (equal and mutually reinforcing impact, 
supply chain priority, ecosystem priority). 
Such interaction develops as a result of the 
distinctive features of the industry segment 
and the ecosystem managers’ strategy.

Investment processes in ecosystems that 
are extremely attractive to large financial 
institutions and that respond promptly to 
changing financial relationships should also 
be analyzed. Central bank digital currencies 
will create more opportunities for direct 
investment, requiring financial institutions 
to decide between more active penetration 
into developing ecosystems or less active 
penetration.

The financial characteristics of ecosystems 
identified in this paper indicate that the 
funding tool is in the process of developing 
and requires long-term monitoring of financial 
experiments.
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iNtRodUCtioN
In accordance with the Federal Law of 
01.04.2020 No. 69 “On the Protection and 
Promotion of Capital Investments in the 
Russian Federation” (hereinafter —  69 
Federal Law) investment promotion and 
protection agreements (further —  IPA) are 
intended to support large private investors 
in their implementation of new investment 
projects. It  is  proposed to resume the 
investment cycle in the Russian economy 
with the help of IPA for eight years (IPA 
concluded on 01.01.2030). The IPA parties 
are represented in Fig. 1.

The objective of the IPA is the implementa-
tion of a new investment project as a set of in-
terrelated activities and processes, which can 
have two directions:

1) creation, construction, reconstruction, 
or modernization of real estate objects or a 
complex of related property objects and their 
subsequent operation;

2) creation and use of results of intellectual 
activity or means of individualization.

The purpose of the investment project is 
to produce a profit and/or other beneficial 
effect, including preventing or minimizing the 
negative impact on the environment.

The dynamics of investments in fixed 
assets  in  the  range of  regions  of  the 
Russian Federation (Table 1) have uneven 
changes in growth rates: for the Central 
Federal  District , there is  a  decl ine in 
investment in 2022, although the average 
growth rate is the highest among all the 
distr icts;  for  the Southern and Volga 
Federal Districts, the trend is positive, but 
the average rate of growth for the South 
Federal District has not exceeded 100% in 
the last 5 years, as for the North Caucasus 
Federal District. The analysis’s presented 
results indicate the need to match the 
rate of change of capital investment by 
Russian regions in order to increase the 
attractiveness of federal district territories 
for the local population and to reduce 
internal migration to the Central Federal 

District, which, among other things, solves 
many social problems. IPA-based projects 
are expected to solve this problem.

The dynamics of investment in fixed assets 
aimed at environmental protection (Fig. 2), 
show that there has been a sharp increase in 
such investments in 2021 compared to 2020, 
with a growth rate of 152.8%, and continued 
in 2022. During the 10 years from 2012 to 
2022, this indicator grew 2.63 times.

The spheres of the economy in which 
investment projects can be realized under the 
terms of the IPA are of strategic importance 
for the economic development of the country 
and make a significant contribution to the 
amount of capital investment (Table 2).

Structure of investments (Fig. 3) indicates 
that from 2012 to 2022, their main share shifts 
from protection of water resources to protection 
of atmospheric air: the ratio of shares in 2012, 
45% and 29.7%, respectively, and in 2022–36% 
and 45.4%. Investment projects on the basis of 
IPA are intended to increase the effectiveness 
of such investments in order to ensure the 
ecological sovereignty of Russia.

I n  t h e  co n t ex t  o f  I PA a p p l i c a t i o n 
practice in general, it is important to note 
the complex problems connected to the 
receipt of a subsidy related to an estimated 
(marginal) value, the legal status of which is 
particularly problematic. To get financing, the 
organization must provide a report on the 
conduct of a technological and pricing audit 
from an expert organization within three years 
of the project’s commissioning. The expert 
organizations are responsible for the accuracy 
and completeness of the material included in 
the audit report.

In international and federal valuation 
s tandards , there  i s  no  not ion  of  the 
estimated (marginal) value of an object. 
However, the estimated (marginal) value 
is found in the context of the following 
regulatory instruments relating to tender 
procurement:

•  Federal Law from 05.04.2013 No. 44 
“On the contract system in the sphere of 

Cost assessMeNt



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru 103

 

• public legal object (Russian Federation 
and (or) regions of the Russian 
Federation, municipality)

Public side

• organization implementing the project 
(Russian legal entity (except unitary 
enterprises and state and municipal 
institutions), including project 
company)

Private party

Fig. 1. The Parties to the Investment Promotion and Protection Agreements
Source: Compiled by the authors.

Table 1
dynamics of investments in Fixed assets by district of the Russian Federation in 2018–2022 

(in Comparable Prices; as a Percentage of the Previous Year)

Federal district of 
Russia 2018 2019 2020 2021 2022 average growth 

rate

Russian Federation 105.4 102.1 99.9 108.6 104.6 104.1

Central FD 111.7 115.0 101.2 114.5 99.8 108.2

Northwestern FD 115.5 84.1 98.4 103.6 95.0 98.8

Southern FD 94.4 89.1 98.3 100.1 103.7 96.9

North Caucasus FD 101.2 107.7 106.5 98.9 107.9 104.4

Volga FD 99.3 102.9 98.2 104.8 103.5 101.7

Ural FD 105.8 94.1 101.2 100.0 110.0 102.1

Siberian FD 105.4 106.8 100.4 110.8 105.6 105.7

Far Eastern FD 106.2 108.8 94.0 114.2 110.8 106.6

Source: Developed by the authors according to Rosstat.
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procurement of goods, works, services for the 
provision of state and municipal needs”.1 The 
law states that the estimated (marginal) value 
of the contract is determined by the customer, 

1 Legal-reference system. URL: https://www.consultant.ru/law/
podborki/predpolagaemaya%2528predelnaya% 2529_stoimost/ 
(accessed on 20.10.2023).

based on the value of goods, works, services, 
determined on the basis of their average 
market prices;

•  Order of the Government of the Russian 
Federation from 12.08.2008 No. 590 “On the 
procedure for determining the limit indices of 
price change when concluding state contracts for 
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Fig. 2. Investments in Fixed Assets for the Environmental Protection and Sustainable use of Natural 
Resources in the Russian Federation in 2012–2022, mln rub.
Source: Developed by the authors according to Rosstat.

Table 2
investments in Fixed assets by type of economic activity, billion Rubles

industry
Year

2018 2019 2020 2021

Agriculture, forestry, hunting, fishing and 
fish farming

781.5 844.2 861.4 964.2

Manufacturing 2 513.2 2 707.6 2 971.0 3 423.7

Transportation and storage 3 083.0 3 315.9 3 124.7 3 759.4

Education 268.8 383.2 454.9 479.7

Health and social services activities 232.3 330.8 571.6 585.4

Cultural, sports, leisure and recreational 
activities

218.2 212.9 228.9 281.6

Total 17 782.0 19 329.0 20 302.9 22 945.4

Source: Developed by the authors according to Rosstat.
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the performance of works (provision of services) 
for state needs”.2 The order states that the 
estimated (marginal) value takes account of the 
client’s planned expenses and expected inflation.

“In Order No. 1599,3 it was noted that the 
determination of the presumed (limit) value is 
based on “the assessment of the justification 
of the choice of the main architectural, design, 
technological, and engineering solutions 
in terms of their optimality”, as well as “the 
justification for the classification of an 
infrastructure object to the providing or 
associated infrastructure” and its conformity 
to “the needs of the project” [1]. It was 
also established that “the amount of the 

2 Legal-reference system. URL: https://rulaws.ru/goverment/
Postanovlenie-Pravitelstva-RF-ot-12.08.2008-N-590/ 
(accessed on 20.10.2023).
3 Decree of the Government of the Russian Federation from 3 
October 2020 No. 1599 “On the procedure for granting from 
the federal budget of subsidies to legal entities (excluding state 
(municipal) institutions, state (Municipal) enterprises) for 
the reimbursement of costs for the establishment (building), 
modernization and (or) reconstruction of the provision and / 
or associated infrastructure necessary for the implementation 
of the investment project, in respect of which an agreement 
has been concluded on the protection and promotion of capital 
investments, as well as the cost of payment of interest on loans 
and loans, coupon payments on bond loans attracted for the 
specified purposes, and determining the amount of refund of 
these costs”. Access the legal-reference system “Consultant 
Plus”.

subsidy cannot exceed the estimated cost of 
establishing an infrastructure object” and 

“the costs actually incurred during the design 
and construction (reconstruction) of project 
infrastructure objects included in the estimate 
documentation are accepted as reimbursable”.

Thus, in the context of real estate objects, 
according to the logic of the legislator, the 
estimated (marginal) value is understood as 
the estimated value of the object.

If, in the framework of procurement, the 
estimated (marginal) value is determined by 
the customer on the basis of market analysis, 
then within infrastructure properties, 
the  a lgor i thm of  act ion is  somewhat 
complicated, because there is no unified 
interdepartmental method of calculating the 
estimated value.

There are numerous intricacies and “bottom 
stones” in the computation of estimated value 
in the current world, because the structure of 
this notion remains unknown to many. This 
article discloses key information about the 
characteristics of calculating the estimated 
value of construction and installation work 
(further —  CIW) for real estate in the modern 
world, the current structure of this process, as 
well as the problems associated with it.

Fig. 3. Structure of Investments in Fixed Assets for the Environmental Protection and Sustainable use of 
Natural Resources in the Russian Federation in 2012–2022
Source: Developed by the authors according to Rosstat.
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Method
E. B. Tyutyukina, T. N. Sedash [2], V. N. Lisitsa 
[3] and others have studied the financial 
aspects of the implementation of investment 
projects under the IPA. Pricing issues in 
the construction industry are discussed in 
papers by I. N. Polovtsev [4], D. B. Lavrent’ev 
[5] , Somov М. Yu. [6] , А. V. Rassokhin 
[7], N. B. Kudryashov [8], А. V. Smirnova, 
Е. G. Degtyareva [9], К. А. Gureev, V. S. Gladkikh 
[10], А. V. Savchenko [11], V. D. Ardzinov, 
N. V. Chepachenko [12].

The publications examined include issues 
of history and difficulties with improving 
pricing, an analysis of the situation and 
possibilities for its development, as well 
as current pricing problems in modern 
construction.

However, not all issues relating to this topic 
were adequately covered. For example, these 
publications do not address issues related to 
the estimated (marginal) value of the IPA or 
the use of digital technology and artificial 
intelligence in building pricing.

The methodical basis for calculating the 
estimated value of real estate objects is 
based on the Methodology (hereinafter —  
Methodology) of calculation of estimated cost 
of construction of capital construction objects 
in the Russian Federation, which includes 
reconstruction and capital repairs. This 
Methodology is regulated in its current form 
by the Order of the Ministry of Construction 
of 04.08.2020.4

In terms of the conditions under which the 
Methodology’s provisions are applied, these 
include projects involving the associated 
attraction of resources from the Russian 
Federation’s budgets, structural legal entities 
of Russia, or legal persons in which Russia 
is more than 50% of the authorized capital. 

4 Methodology for determining the estimated cost of 
construction, reconstruction of capital repair, demolition of 
capital construction objects, works on preservation of objects 
of cultural heritage (historical and cultural monuments) of 
the peoples of the Russian Federation on the territory of the 
Russia Federation: established by Order of the Ministry of 
Construction and Housing and Communications of Russia of 
4 August 2021 No. 421.

The methodology is used in the case of 
reconstruction, preservation or demolition of 
cultural heritage monuments.5

A consolidated estimate is a consolidated 
document describing all the calculations 
carried out within the framework of the 
project.

“The project estimates summarize all 
costs for the construction of buildings 
and structures: for each of the types of 
construction (e. g., general, sanitary, etc.); the 
purchase of equipment and its installation; 
the acquisition of production equipment, 
tools, appliances; for public buildings —  
economic equipment and objects of interior 
arrangement”.6

Estimates of related expenses include costs 
that are not governed by standard estimates.

It is necessary to consider the key methods 
used in the formulation of the estimate, which 
include resource, resource-index, as well as 
base-index.7 It is important to understand that 
the realization of the formation of an estimate 
according to any of the listed methods involves 
the calculation of certain estimates, information 
on which is presented below.

We will focus on the above-mentioned 
methods in detail. The resource method is 
based on estimations and pricing for the 
resources used, information about which is 
provided by the State in the specialized system 
(Federal State Information System —  further 
FSIS). Accordingly, FSIS exists precisely 
for the regulation of the price level in the 
construction sector, and it was created in 
accordance with the Order of the Government 
of the Russian Federation of 23.09.2016.

Using a resource-based approach, the 
formulation of estimates implies a uniform 

5 See ibid.
6 See ibid.
7 Methodology for determining the estimated cost of 
construction, reconstruction of capital repair, demolition of 
capital construction objects, works on preservation of objects 
of cultural heritage (historical and cultural monuments) of 
the peoples of the Russian Federation on the territory of the 
Russia Federation: established by Order of the Ministry of 
Construction and Housing and Communications of Russia of 
4 August 2021 No. 421.
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calculation of the direct for all three methods, 
including three components:

Cost = (Work intensity (people/hours) × Cost 
(people/hours)) + (Quantity (machine/hours) × 
Cost (machine/hours)) + (Material cost (pcs) × 
Cost of materials (pcs)).

Resource methods are divided into two 
groups: classical and sequential.

In the classical method, direct costs 
are generally estimated by calculating the 
total resource indicators of the estimate. 
At the same time, there is no work link. In 
the sequential method, direct costs are 
calculated for each work in the estimate 
line by calculating input resources, which 
are summed up in the same way as in the 
calculation of the unit rates.

The resource-index method involves 
consideration of three parameters in relation 
to the resources required for construction:

•  estimated norms;
•  estimated prices in base ratio (the value 

varies depending on the dynamic indices of 
the estimated value of unit prices);

•  estimated prices according to the FSIS of 
pricing in construction (methods of estimate 
formation, information on prices for materials 
and labor, normative, lists of legal entities, 
etc.).8

The whole FSIS of pricing in construction 
contains a register of current regulatory and 
legal information, regulating the formation 
of estimates in the field of construction. 
According to FSIS terminology, this value is an 
estimated price.

Finally, the basic-index method is based 
on the use of single pricing as well as its 
deeper components in the formation of the 
estimate of the construction price. The unit 
rates are governed by the base prices, which in 
turn depend on the estimated price dynamics 
indicators described in the Federal Register of 
Estimates (further —  FRE).9

8 Federal State Information System for Pricing in Construction. 
URL: https://fgiscs.minstroyrf.ru/ (accessed on 20.10.2023).
9 Methodology for determining the estimated cost of 
construction, reconstruction of capital repair, demolition of 
capital construction objects, works on preservation of objects 

Table 3  presents the advantages and 
disadvantages of two methods: the basic index 
and resource methods.

Thus, although the resource method is 
more accurate, it is difficult to use because 
of the large amount of work, while the basic-
index method is simpler in calculations, but 
gives a fairly large error.

ResUlts aNd disCUssioN
To illustrate the work of the methods, we will 
calculate the estimate of the infrastructure 
object (external gas pipeline in the Moscow 
area) (Table 4).

Based on the calculations presented, it 
can be concluded that the deviation of the 
calculation results by the basic-index method, 
compared with the resource method, was 
30%. This could lead to errors in planning and 
implementation, increasing the risk of project 
underfunding.

Based on the results of the comparative 
analysis of pricing systems in the construction 
industry in the UK, Germany, the USA and 
Russia (Table 5), it can be concluded that in 
Russia the most commonly used baseline-
index method, in which the main work on 
valuation is carried out in the prices of the 
base, not the current period.

The basic-index method involves using the 
estimates of prices for the base year (2000–
2001), which increase in accordance with the 
approved CIW value variation indices. For 
this reason, the cost of the CIW calculated 
in this way does not correspond to the actual 
cost and the value of the materials is taken 
from the contractor’s prices, which leads 
to an increase in the price of the work. The 
use of the resource method for individual 
types of pricing improves the accuracy of the 
calculation, but the number of open pricings is 
not sufficient to convert all the estimates into 
a single type. Furthermore, the Russian cost 

of cultural heritage (historical and cultural monuments) of 
the peoples of the Russian Federation on the territory of the 
Russia Federation: established by Order of the Ministry of 
Construction and Housing and Communications of Russia of 
4 August 2021 No. 421.
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assessment methodology does not take into 
account costs associated with the lifecycle of 
buildings or on the basis of work packages of 
significant cost [13].10

The moral obsolescence of the estimate 
base is that the reform of the system of 

10 Tas Elcin, Yaman Hakan. Engineering, construction, and 
architectural management, 01 Jun 2005, Vol. 12, Issue 3, page
s 251 – 263. URL: https://www.emerald.com/insight/content/
doi/10.1108/09699980 (accessed on 20.10.2023).

calculating the cost of construction affects 
only the arithmetic calculation of norms and 
pricing and does not extend to the formation 
of a new normative base updated construction 
technologies and the updating.

Fig. 4 reflects the main problems in the 
system of estimates and ways to solve them.

It is advisable to establish a single, up-to-
date source of information that can be used to 
calculate the limit value of the property.

Table 3
Comparative analysis of Methods

basis and index method Resource method

accuracy of the cost of construction

“–” Prices are presented in the year 2000, the indices are 
averaged. Errors in estimates up to 25%

“+” The most accurate method of existing. It reflects the 
actual cost of construction

Labour-intensive calculation

“+” Since all rates are already in the database, the counter 
spends less time and effort. If there are no prices in the 
estimations for the essential materials, only prices from price 
lists should be justified

“–” The most labor-intensive method, because it is 
necessary to find and confirm in monetary equivalent 
prices for materials, wages of labour of workers and 
mechanists, as well as regulatory indicators and the cost 
of operation of machines and mechanisms

Frequency and scope

“+” The method received the greatest spread in the 
implementation of projects with budgetary investments

“+” Method has acquired recognition in companies that 
develop their own pricing

Transferring indices to a different price level is an option

“+” Recalculation of estimates using indices is done for a few 
minutes of machine time, which allows you to get a quick 
result

“–” It is not possible to recalculate the cost of 
construction to another price level using indices, all 
prices need to be searched again

Source: Developed by the authors.

Table 4
Comparative analysis of Cost estimation Methods, Million Rubles

type of work basis and index method Resource method

Construction work 67.55 92.45

Installation work 18.69 17.77

Other work and costs 11.06 1.58

Labor funds 9.38 27.63

Total 106.68 139.43

Source: Developed by the authors.
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The creation of a single resource-based 
pricing base for different types of calculations 
can solve the problem of the inconsistency of 
estimates with the real cost of construction 
and will improve the accuracy of cost forecasts 
using machine learning methods.

When developing a methodology for 
calculating the estimated cost of a building 
while considering the life cycle of a project, 
it is critical to include all stages and aspects 
that may affect the project’s cost. In the 
context of the task, the method of assessing 
the effectiveness of the management of secure 
construction (further —  MSC) engineering 
projects using the model of analytical network 

processes —  fuzzy comprehensive evaluation 
(ANP-FCE) [14].

Machine learning can provide accuracy in 
calculating and forecasting estimates. For 
example, the machine learning algorithm 

“stacking-assembly” for predicting the cost 
of road construction projects was described 
in the article Meseret Getnet Meharie [15]. 
In part, the article proposes an assembly 
model of stacking, which was developed by 
automatically and optimally combining three 
different basic prognostic models: linear 
regression, base vector method and neural 
network using the gradient boosting algorithm 
as a meta-regressor.

Table 5
Methods Used in Foreign Countries

Country Russia Usa UK Germany

Methods used
Basic-index,

resource-index
Resource,

resource-index

Source: Developed by the authors.

 

•A single regulatory framework for CIW is requiredAbsence of a single value base 
for CIW

•Database of estimates needs to be updatedBasic-index method reduces 
calculation accuracy

•Continuous monitoring and updating of the CIW 
pricing databaseOutdated CIW pricing database

Fig. 4. Problems and Possible Ways of Solving Problems in the System of Estimated Pricing in the Russian 
Federation
Source: Compiled by the authors.
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To learn a model, machine learning 
requires a significant amount of data. 
Machine learning approaches allow the 
application of  various algorithms for 
forecasting that can account for complicated 
data connections and trends. Machine 
learning can also automate the process of 
estimating costs. This will allow for time and 
resource savings, as well as a reduction in 
the possibility of errors connected to manual 
calculation.

The cost of resources and other factors may 
change over time. It is therefore important to 
constantly update the machine learning model 
with new data so that it reflects the current 
situation and gives more accurate forecasts.

CoNClUsioN
In order to resolve conflicts and use outdated 
information in the cost formation of the 
CIW, a single, updated source of information 
is required that can be used to calculate the 
limit cost of the infrastructure under analysis. 
The formation of the current database will 

enable the use of machine learning methods 
to determine the estimated value and its 
forecasting depending on the implementation 
phases of the investment project (subject to 
an annual update of pricing).

It is also necessary to develop a cost 
classifier and methodology for calculating 
value on European models, taking into 
account the cost of the building’s life cycle, 
project phasing, cost planning alternatives, 
and phased approximation of value at 
the early stages of the project, including 
with the use of BIM (Building Information 
Modeling) —  methodology used to create and 
manage digital building models. BIM is able 
to automate the costing process to generate 
comparisons with machine learning models 
to estimate building costs.

In the future, the system will prevent many 
errors in construction cost calculation, save 
money early in the development process, and 
solve the problem of an independent audit of 
the project’s technological and pricing base 
implemented within the framework of IPA.
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iNtRodUCtioN
The authors of the Russian Physical and 
Sports Complex “Ready for Labour and 
Defense” (further —  RPSC RLD) conducted 
a  co m p l e t e  s t u d y  t o  i n ve s t i g a t e  t h e 
testing center’s (further —  TC) existing 
and implemented funding mechanisms. 
S t a t i s t i c a l  a n d  ot h e r  d a t a  fo r  2 0 2 0 –
2022 are analysed. The collection and 
analysis of actual data characterizing the 
organization and regulation of the activities 
of 170 physical and sports organizations 
evaluating the level of physical training 
of the population according to the results 
of the performance of RPSC RLD tests in 
the regions of the Russian Federation was 
completed.

A c c o r d i n g  t o  F e d e r a l  S t a t i s t i c a l 
Observation No. 2-RLD “Information on 
the implementation of the Russian Physical 
and Sports Complex “Ready for Labour and 
Defense” (further —  RLD), the country at 31 
December 2021 operated 2 650 TC, which is 
1.2% higher than the same values at the end 
of 2020 1.

From the TC:
•  188 un. —  in the structure of public 

educational organizations (minus 7 units 
per year);

•  14 un. —  in the structure of secondary 
professional  education organizations 
(minus 1 unit per year);

•  20 un. —  in the structure of higher 
professional education organizations (plus 
1 unit per year);

•  1  0 4 7  u n .  —  i n  t h e  s t r u c t u r e  o f 
additional education organizations (minus 
7 units per year);

•  353 un. —  in the structure of sports 
training organizations (plus 56 units per 
year);

•  877 un. —  in the structure of physical 
and sports organizations (minus 9 units per 
year);

1 Statistical information RPSC RLD. Ministry of Sports of the 
Russian Federation. URL: https://www.minsport.gov.ru/sport/
physical-culture/41/27653 (accessed on 13.01.2023).

•  67 un. —  in the structure of non-profit 
organizations (plus 29 units per year);

•  84 un. —  in the structure of  other 
organizations.

Of 2 650 TC created:
92.9% (2 462 un.) —  by decision of local 

government;
6.0% (159 un.) —  by decision of region 

authorities of the Russian Federation;
1.1% (29 un.) —  by decision of the federal 

authorities.
988 TC, or 37% of the total, have been 

c r e a t e d  a n d  a r e  o p e r a t i o n a l  i n  r u r a l 
areas.

There is a significant increase in testing 
centers in sports training organizations [1]. 
The share of TC in non-profit organizations 
is also gradually increasing, indicating their 
increasing role in the implementation of 
the strategy for the development of physical 
culture and sports in the Russian Federation 
until 2030 [2, 3].

At  the same t ime, according to the 
Federal Operator RLD, the number of TC in 
2022 remained the same, which indirectly 
indicates the establishment of close to the 
optimally needed number of such centers 
over the years of implementation of the 
RLD complex in the regions of the Russian 
Federation 2.

In 2021, TC specialists conducted 115 538 
activities (in 2020 there were 90 thous.), 
which included the implementation of 
the test standards of the RLD complex by 
different categories of the population [4]. 
16.5 thous. of these were noticed in rural 
regions 3:

•  47 941 —  on the basis of physical and 
sports organizations (8% more than in 
2020);

•  26 001 —  on the basis of additional 

2 Russian Physical and Sports Complex “Ready for Labour 
and Defense” (RPSC RLD). URL: https://www.gto.ru/history 
(accessed on 10.01.2023).
3 Statistical information RPSC RLD. Ministry of Sports of the 
Russian Federation. Statistical information. URL: https://www.
minsport.gov.ru/sport/physical-culture/41/27653/ (accessed 
on 13.01.2023).
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education organizations (18.0% less than in 
2020);

•  16 469   —  on  the  bas is  of  general 
educational organizations (53.3% compared 
to 2020);

•  1 451 —  in organizations of secondary 
professional education (by 12% less than in 
2020);

•  599 events  —  in higher education 
organizations (52% more than in 2020);

•  9 525  —  in  inst itutions providing 
citizen sports training (by 25.3% higher 
than in 2020);

•  1 972 —  on the basis of non-profit 
organizations (21.5% more than in 2020).

ANALYSIS OF THE EXPERIENCE 
OF THE WORK OF PHYSICAL CuLTuRE 

AND SPORTS ORGANIZATIONS
T h e  w o r k  o f  p h y s i c a l  a n d  s p o r t s 
organizations —  TC was evaluated according 
to the following criteria:

•  availability of normative legal acts and 
mandatory legal documents;

•  availability of movable and immovable 
property of TC;

•  financing indicators;

•  level of staffing, i. e., the availability 
of personnel to perform the functions of 
each of the individual parts of the testing 
process;

•  information provision.
B a s e d  o n  t h e  l i s t  o f  a s p e c t s  a n d 

parameters of  the activities of  TC, to 
co l l e c t  i n fo r m a t i o n  a n d  co n d u c t  a n 
analysis of the actual experience of the 
organization of activities of physical and 
sports organizations, and to conduct the 
assessment of the level of physical fitness 
of the population on the results of their 
performance of the norms of tests of the 
RLD complex, in the framework of the study, 
a questionnaire was formed and sent to fill 
in 170 TC, operating in the territory of 59 
regions of the Russian Federation.

A summary of the material obtained on 
the experience of organizing the activities 
of physical and sports organizations showed 
that the sample presented constituted 6.4% 
of the total number (2 650) of RLD testing 
centers, is randomized and is sufficient for 
qualitative analysis.

T h e  r e s u l t s  o f  t h e  a n a l y s i s  o f  t h e 
materials received and the questionnaire 

Table 1
sources of Financing for Rld testing Centers

No. Sources of financing share (%)

1 From the municipal budget (in the framework of the municipal task) 90.2

2 Subsidy for a public assignment 8.8

3 Grants (regional and municipal) 11.7

4 Sponsorship contributions 2.9

5 No financing available 7

Source: Compiled by the authors.
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data revealed the following:  The vast 
majority (78.2%) of the organization’s 
founders are municipal administrations, 
with 14.7% of cases —  as the municipal 
body of management for physical culture 
and sports, 5.3% —  as the municipal body of 
administration for education, and others —  
for less than 2% [5].

A n a l y s i s  o f  s o u r ce s  a n d  fo r m s  o f 
financing of activities of the organization 
to implement activities of RPSC RLD 4 
demonstrates diversification of sources of 
financing (Table 1). TC is financed by:

•  municipal budget (in the framework of 
the municipal task);

•  subsidies for a public assignment;
•  grants (regional and municipal);
•  sponsorship contributions.
It is significant that some TCs have 

several sources of financing [6, 7].
21.7% of organizations have RPSC RLD 

test preparation teams based on TC, with 
the exception of two centers, training and 
consultations are provided free of charge. 
Only 2 centers indicate the provision of 
paid services for organizing and conducting 
events as an additional source of income.

Comprehensive analysis has revealed 
that for TC to function well, it must be 
constructed  on a  sports  fac i l i ty  ( the 
organization approved by TC must own or 
lease sports facilities) with a permanent 

4 Non-profit organization “Directorate of Sports and Social 
Projects”. Moscow; 2023. URL: https://gto.ru/document. 
(accessed on 05.15.2023).

team of trainers, instructors, administrators, 
and workers.

TC operates in the following organizational 
and legal forms (Table 2).

The relationship between financing and 
the TC forms identified in the study should 
be described separately. Financing of TC 
is largely determined by its organizational 
and legal form and the level of competence 
of the manager, as well as the demanding 
results of the founder of the center and 
level of satisfaction of the population with 
the quality of the services provided aimed 
at assessing the physical fitness level of 
different genders and social groups of the 
population.

The financing mechanisms themselves 
are equally different, with a number of 
features that must be considered when 
selecting and using each of them.

By systematizing the information on 
the financing mechanisms used by TC, 
several approaches can be proposed to the 
structuring of financial routes.

This approach is based on the conditions 
of  TC functioning, depending on the 
selected organizational and legal form.

Given that the vast majority of testing 
centers are established by authorities and 
charged with a public purpose, financial 
costs  are mainly f inanced by budgets 
at the appropriate levels (municipal or 
regional). TC currently has a diverse range 
of budgetary and extrabudgetary funding 
sources (for a given TC) [8].

Table 2
organizational and legal Forms of Rld testing Centers

No. organizational and legal forms share (%)

1 Municipal budgetary institution 44

2 Municipal autonomous municipal institution 28

3 MBI structural office (RPSC RLD testing center) 26

4 Autonomous non-profit organization (ANO) less than 1

Source: Compiled by the authors.
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It should be noted that the financing 
structure of TC, despite its organizational 
and legal form, consists of two components: 
state budgetary expenditure obligations 
(federal, regional, or local budgets brought 
to TC either as a government assignment or 
subsidy) and extrabudgetary funds attracted 
by TC 5. In the latter case, the organizational 

5 Methodical recommendations for the organization of tests 
(tests) included in the Russian Sports and Culture Complex 
“Ready for labour and defense” (RLD) approved at the 
meeting of the Coordinating Commission of the Ministry 
of Sports of the Russian Federation on the introduction 
and implementation of the Russian Physical Culture and 
Sports Complex “Ready for labour and defense” (RLD) by 
Protocol from 23.07.2014 No. P/1 [Electronic Resource]. 
Access from the legal reference system Garant (accessed 
on 10.01.2023).

and legal form of the establishment and 
existence of TC are important [9].

Extrabudgetary funding mechanisms 
may be classified by source of funding or by 
target of request. In any case, we consider 
it appropriate to specify all the practical 
mechanisms and capabilities of TC.

F u r t h e r m o r e ,  w h e n  d e c i d i n g  o n 
t h e  fo r m  o f  t h e  t e s t i n g  ce n t e r  t h a t 
i s  d e v e l o p e d ,  w e  m u s t  c o n s i d e r  i t s 
purpose and objectives, as well  as the 
available resources and financing for the 
completion of its tasks. This planning 
will allow for correct structuring of the 
conditions for operation and selection of 
the organizational and legal form of the 

Table 3
Matrix of Financing Mechanisms for testing Centers depending on the Form

Financing options

types of institutions for testing centers

Gbi/Rbi Mbi Gai/Mai BPEI MGi

Federal financing + + + + –

Regional government assignment + – – – –

Regional special subsidy + + + + –

Municipal state assignment – + – + +

Municipal special subsidy – + + + –

Reimbursable services to population + + + + –

Reimbursable services to organizations + + + + –

Consolidated budget + + + + –

Competitive financing (grants, awards, etc.) + + + + –

Source: Compiled by the authors.

Note: GBI —  state budgetary institution; RBI —  regional budgetary institution; MBI —  municipal budgetary institution; GAI —  state 

autonomous institution; MAI —  municipal autonomous institution; BPEI —  budgetary professional educational institution; MGI —  

municipal government institution.
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TC, allowing it to receive finance in the 
expected amounts [10].

Based on the results of the information 
received, a matrix of possible financing 
mechanisms for TC in various forms has 
been compiled (Table 3).

CoNClUsioN
On the basis of experience and survey 
materials, we have developed financing 
m e c h a n i s m s  fo r  i d e n t i f i e d  fo r m s  o f 
TC organization:  from budgetar y and 
extrabudgetary sources.

The mechanisms’ purpose is to maximize 
the diversification of accessible financing 
sources. Each TC in management should 
be informed about the sources and how 
to use them, i. e. , have the instruments 
to implement each of the mechanisms. 
At the same time, the first step is the 
determination of the required amount of 
funds, their calculation, and subsequent 
j u s t i f i c a t i o n , f i r s t  o f  a l l ,  b u d g e t a r y. 
We propose the fol lowing calculation 
mechanism.

I n  t h e  t e r r i t o r y  s e r v e d  b y  T C ,  a 
certain number of people live; 70% of 
the population of the territory in 2030, 
according to the current demographic 
forecast of the age of 6+, is number X. At 
this time, a certain number of residents of 
the territory have also been registered in 
the AIS RLD system, from which they have 
started to comply with the standards; that 
is, they have fulfilled at least one standard 
in the reporting year; this is the indicator 
Y. Given that the goal of the state is to 
attract people to regular physical culture 
and sports by 2030, 70% of the population, 
and AIS RLD is one of the few digital tools 
to solve it. Each participant who fulfills 
the RPSC RLD standards has an individual 
digital footprint, which allows objectively 
to establish and confirm the fact of his 
involvement. Returning to the calculation 
mechanism, the difference between X and 
Y is divided by the number of reporting 

periods up to 2030. The mechanism’s 
simplified formula is now structured as the 
following:

N = (Х – Y) / 7.

As a result, we determine the number of 
personnel who have to provide the service 
and establish the conditions for them to 
fulfill the complex’s standards. TC will 
be able to develop a primary need and an 
indicative amount of funds by multiplying 
the amount by the cost of the service. 
This calculation is simply an initial basis 
for justification and should be informed 
and clarif ied based on the individual 
characteristics of the TC and the territory.

Mechanism 1 (budgetary financing).
The TC at the budget planning stage 

determines the amount of funds required 
for operational activities (the above method 
may be used).

F u r t h e r m o r e ,  d e p e n d i n g  o n  t h e 
organizational and legal structure of the 
testing center, the scope and ability of the 
founder to finance the activities of TC (the 
scope of the government assignment/target 
subsidy) is determined. A list of possible 
additional sources of public funding at all 
levels of regulation was then formed. At 
this stage, the available financial resources 
and the prospects for funding are assessed. 
Initially, focus should be on events that are 
directly related to the activities of TC —  for 
example, physical and sports activities. 
Secondly, it is necessary to provide for 
financing of TC project activities, which 
can be submitted in the form of a grant 
(e. g. for training of specialists, sports 
instructors or sports judges). Thirdly, the 
activities indirectly related to the activities 
of the center should be taken into account: 
installation of flat ground for mass sports, 
provision of sports equipment, marketing 
services.

The next step is operational action to 
submit various applications for funding. In 
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cases of rejection, the reasons should be 
carefully analyzed and action adjusted for 
the future. In the case of a positive decision, 
the expenditure part of the funding received 
should be planned, taking into account 
the rules for the spending of budgetary 
funds and the provisions of the current 
procurement legislation.

Mechanism 2 (extrabudgetary financing).
After  evaluating the avai labil i ty  of 

extrabudgetary financing, approval from 
t h e  g ove r n i n g  b o d i e s , i n c l u d i n g  t h e 
founder, should be obtained for conducting 
revenue-generating operations. Following 
a positive decision, the next step should 
be to monitor the sources and formats 
of  such funding. TC’s  extrabudgetar y 
activities will be related to the provision 
of  ser vices  to  the public  and various 
organizations. Accordingly, funding sources 
can be the funds of both physical and legal 
persons, including cash. It is important to 
consider the elements of interaction and 
the accounting system for such money, as 
well as to plan the expenditure portion in a 
manner similar to the mechanism outlined 
above. It should be emphasized that the 
expenditure of extrabudgetary funds is 

subject to different regulatory systems than 
the use of budgetary funds.

The next step is expected: developing 
involvement and contract relationships 
with TC consumers. It is also important to 
remember that TC can provide both regular 
services (such as sectional training sessions 
for the implementation of RPSC RLD or 
GPT) and one-time services (such as sports 
holidays, festivals, corporate events, and 
other events).

Despite the specifics of TC’s work, it 
is possible to provide information and 
analytical services, as well as sociological 
research, on behalf of public and private 
organizations and people if competent staff 
are available.

Thus, the results of the study identified 
the features of the organization of the 
activities of TC and developed funding 
mechanisms. It  emphasizes that when 
using these approaches, TC has the ability 
to depend on financial stability and the 
expansion of its activities. To achieve 
this goal during the reporting period, the 
mechanisms used should be reviewed, and 
appropriate adjustments should be made to 
improve the testing center’s funding.
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iNtRodUCtioN
In recent years, Kazakhstan has experienced a 
decline in the relationship between external 
sector indicators such as exports, trade 
balance, current account balance, and the 
tenge’s national currency exchange rate. 
The positive relationship between these 
factors and currency exchange rates has 
been extensively researched and supported 
by various theoretical studies [1–3]. In 
particular, R. Dornbusch and S. Fischer [4] 
are considering factors influencing the 
exchange rate, such as commodity prices, 
market participants’ expectations and the 
price of financial assets, which justified the 
particular importance of the current balance 
of payments account in this process, while 
R. Baldwin and P. Krugman [5] identified the 
influence of cross-border investment flows 
on the rate of exchange. Empirical studies 
have additionally confirmed the importance 
of external sector indicators in the formation 
of the exchange rate [6, 7] (in particular, 
A. G. Schulgin et al. [8] revealed the effect of 
trade balance on exchange-rate adjustments 
in countries with intermediate currency 
regimes), including for different types of 
economies and currency market conditions, 
such as ASEAN countries [9], India [10], 
Germany [11], China [12], and Turkey [13]. In 
the countries with the transit economy, this 
relationship is also identified by a number of 
authors [14–16], as well as in the post-Soviet 
states [17, 18] —  in particular, A. Yu. Kuzmin 
[19, p. 19] as “one of the most important 
factors of the behavior of the exchange 
rate of the ruble”, which identifies capital 
movements that form the balance of the 
current account.

I n  K a z a k h s t a n ,  t h e r e  h a s  b e e n  a 
relat ionship between external  sector 
indicators and, to a significant part, oil prices, 
the country’s main export commodity for a 
long time. However, this relationship has 
been gradually deforming since 2018, as 
shown by the stable fall in the exchange rate 
of the Kazakh currency despite changes in 

external sector variables, particularly during 
periods of significant improvement.

This new reality on the Kazakhstan 
foreign exchange market contributed to the 
conclusion that new and stronger variables 
influencing the development of the tenge 
exchange rate are growing. One of these 
issues, in our opinion, is need to maintain 
a positive real return on pension assets 
concentrated in Kazakhstan’s Unified 
Accumulative Pension Fund (UAPF).

Assessment of the hypothesis of the 
formation of interdependence between 
Kazakhstan’s exchange rate of currency 
and the return on investment of pension 
assets is the purpose of this paper, as is the 
identification of the causes and consequences 
of this phenomenon and its tasks.

ACCuMuLATIVE PENSION SYSTEM 
OF KAZAKHSTAN: RETuRN OF PENSION 

assets  aNd MaiN FaCtoRs oF its 
FoRMatioN

Kazakhstan implemented pension reform 
in 1998, after which the country operates a 
three-level pension system, which includes 
pension payments from the state budget 
(solidarity and basic pensions), a compulsory 
accumulative system and a voluntary 
accumulative system. The main element 
of the accumulative system is the Unified 
Accumulative Pension Fund (further  —  
UAPF), which operates in the form of a 
joint-stock company. The UAPF is a state-
owned organization, and the National Bank 
of Kazakhstan manages almost all pension 
savings accumulated in it.1 “UAPF” JSC was 
established on 22 August 2013 on the basis of 
the State Accumulative Pension Fund as part 
of the reform of the accumulative pension 
system, during which the compulsory 
pension savings of all previously existing 
accumulated pension funds were transferred 

1 In 2021, four non-governmental portfolio managers were 
admitted to the management of a portion of the UAPF pension 
assets, but they currently account for only about 0.1% of the 
portfolio.

V. Yu. Dodonov



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru  124

to the UAPF. As a result, at present, “the only 
administrator of the cumulative pension 
system is the “UAPF” JSC,2 and all pension 
savings resulting from the compulsory 
pension contributions paid by citizens are 
concentrated in this financial institution.

Thus, UAPF is a critical element of the 
social security system of Kazakhstan, in 
connection with which the efficiency of 
management of concentrated pension assets, 
which is reflected in the indicators of their 
returns, is of particular importance. The 
return on pension assets during the full eight 
years of operation of the UAPF ranged from 
6.31% to 15.65%; the average for that period 
was 9.72%. This indicator reflects nominal 
yields, but in Kazakhstan, the real yield 
indicator, defined as the difference between 
nominal yield and inflation, is also important. 
This is due to the fact that in the country, 
at the legislative level,3 UAPF depositors, 
whose assets are managed by the National 
Bank, are guaranteed the preservation of 
compulsory pension contributions with the 
level of inflation. In practice, this means 
that if the return on pension assets under 
the management of the National Bank 4 is 
less than the level of inflation, the State 
will compensate for this difference for the 
relevant years in the process of implementing 
pension payments.

During the UAPF’s eight years of operation, 
the nominal return on pension assets 
generally exceeded inflation, resulting in a 
positive real return (Fig. 1). Except for 2014, 
in which fund formation processes continued 
(asset consolidation after transfer from other 
funds was completed at the end of the first 

2 Corporate strategy of development of the joint stock 
company “Unified Accumulative Pension Fund” for 2022–2026. 
Website of “UAPF” JSC. URL: https://www.enpf.kz/upload/
medialibrary/ d00/d00545312c8329e5dca249cd8498b31e.pdf 
(accessed on 19.07.2022).
3 In accordance with paragraph 1 of article 5 of the Law of the 
Republic of Kazakhstan “On Pension Provision in the Republic 
of Kazakhstan”.
4 The State is not responsible for the security of pension 
savings transferred by depositors to the management of non-
State management companies.

quarter) and the National Bank managed its 
assets for a partial year, negative real return 
occurred only in 2016.

Negative real returns in 2014 and 2016 
were low, but the State had an obligation 
to compensate for the difference between 
pension asset returns and inflation. Currently, 
the costs are moderate. Thus, in 2021, the 
budget cost of payment of obligations under 
the state guarantee of security of pension 
contributions to the UAPF amounted to 1 420 
mln tenge, which is equivalent to 0.05% of 
the amount of pensions paid by the state. 
However, if you compare these costs not with 
state pension payments, but with payments 
from the UAPF within the framework of the 
accumulation system, the result will be more 
significant. In 2021, pension payments from 
the UAPF by age (payment of pensions as 
such) amounted to 101.4 bln tenge 5 and in 
comparison, with this indicator, the amount 
of compensation for maintenance of pension 
contributions is noticeable, amounting to 
1.4%.

The scale of state compensation for 
negative real returns on pension assets 
depends on two main parameters: the amount 
of pension assets in the UAPF and the level of 
pension payments. In 2014 and 2016, when 
negative real returns were recorded, the 
amount of pension savings amounted to 4.5 
and 6.7 trn tenge respectively. According to 
the results of 2021, this indicator reached 
13.1 bln tenge. The potential state cost 
of  compensation in the framework of 
guaranteeing their preservation grows in 
combination with the increase in savings. 
Another parameter on which these costs 
depend is the amount of pension payments, 
which also increases steadily as the number 
of pension recipients increases within the 
accumulative system. If in 2014 the amount 
of pension payments from UAPF amounted 

5 UAPF summarized preliminary results for 2021. Key 
indicators of UAPF as at 1 January 2022. URL: https://www.
gov.kz/memleket/entities/zhetysu-zhambyl/press/article/
details/72656?lang=ru (accessed on 19.07.2022).
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to 93 bln tenge, then in 2021 —  already 2 883 
bln.6 The budget cost of compensation also 
grows proportionately. Given the increasing 
amount of pension savings and payments, 
the cost of errors in the management of 
pension assets is rising significantly, and 
achieving positive real returns on them is a 
critical task in the context of ensuring the 
long-term stability of the budget process.

Meanwhile, rising turbulence in global 
financial markets has made it increasingly 
difficult to get significant yields on pension 
assets, especially considering that pension 
funds have generally followed conservative 
investment strategies that do not include 
high yields. Both developed-country [20–24] 
and emerging-market [25–28] funds use the 
strategy of positioning pension assets in 
order to minimize investment risks. UAPF 
is also focused on investments in low-risk 
financial instruments (government securities, 

6 Indicators on pension assets in dynamics. Website of “UAPF” 
JSC. URL: https://www.enpf.kz/ru/indicators/pa/current.php 
(accessed on 21.07.2022).

bonds, deposits), whose total share in the 
fund’s portfolio is about 90%.

This practice makes it difficult to exceed 
inflation through returns on pension assets. 
In most developed economies and in a large 
part of developing economies, the real return 
on pension assets is low. A study by the 
World Bank for 2000–2005 showed that the 
average real return on pension assets during 
this period for the US was 1.5% per annum, 
for Canada— 3.5%, for the UK —  1.9%, for 
Western Europe —  2%, for Brazil —  2.7%, for 
Japan— 4.8%, that is, was fairly moderate. 
Although in some countries (Bolivia, Peru, 
Uruguay, Poland) the real yield was around 
10% [27]. OECD data for 2020 demonstrate 
moderate real returns for pension funds 
from the Organization countries, most of 
which were below 5%, and some (Australia, 
the Czech Republic, Poland) were negative 
(OECD, 2021 7).

7 PENSION FUNDS IN FIGURES. OECD, JUNE 2021. URL: 
https://www.oecd.org/daf/fin/private-pensions/Pension-
Funds-in-Figures-2021.pdf (accessed on 22.07.2022).
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GRoWth iN the shaRe oF FoReiGN 
FINANCIAL INSTRuMENTS IN THE uAPF 

PORTFOLIO AND FORMING 
THE RELATION BETWEEN ITS REVENuE 

aNd teNGe eXChaNGe Rate
The limited opportunities for increasing 
r e t u r n s ,  a s  w e l l  a s  t h e  i n a d e q u a t e 
development of the domestic market of 
equity and debt securities in Kazakhstan, 
together with the rapid growth of the amount 
of pension assets, exceeding the capabilities 
of the local market, caused the rapid increase 
of UAPF investments in foreign financial 
instruments (Fig. 2). If at the beginning of 
2015 (the first full year of operation of UAPF), 
the share of foreign exchange instruments 
in the portfolio of the fund was 11.86%, and 
their volume was 536 bln tenge,8 then at 1 
January 2022, these figures were measured, 
respectively, 32.7% and 4 277 bln tenge.9

The growth of  the share of  foreign 
exchange financial instruments in the 
investment portfolio of UAPF, which since 
2018 has remained above 30% (the average 
for the last four years was 31.1%), has been 
accompanied by an increase in the real 
return on pension assets. From 2018 to 2021, 
this indicator was only positive, ranging 
from 1.2% to 6%, and the average for these 
four years was 3.3%. In the UAPF’s first 
four years of operation, when the share of 
foreign exchange financial instruments in its 
portfolio was significantly lower, two years of 
positive real return on pension assets were 
followed by two years of negative return, with 
a four-year average of only 0.3% (Fig. 3).

The increase in the return on pension 
assets  over  the past  four  years  could 
be explained in  part  by  the fact  that 
the expansion of the range of financial 

8 Information on investment management of pension assets of 
“UAPF” JSC for December 2014. Website of “UAPF” JSC. URL: 
https://www.enpf.kz/ru/indicators/invest/review.php#2022 
(accessed on 22.07.2022).
9 Information on investment management of pension assets of 
“UAPF” JSC for 1 January 2022. Website of “UAPF” JSC. URL: 
https://www.enpf.kz/ru/indicators/invest/review.php#2022 
(accessed on 22.07.2022).

instruments through more active investments 
in foreign markets has enabled additional 
revenue to be generated. However, in our view, 
this factor of yield formation did not play 
a significant role in its increase. The UAPF 
portfolio contains a very small proportion of 
high-volatility securities (shares, depositary 
receipts) that provide a high rate of return. 
This is largely due to the low contribution of 
market revaluation earnings to the UAPF’s 
total investment earnings. The share of this 
component in investment income during 
2015–2021 ranged from 5.1% to 10.5%, and 
the seven-year average was 2.6%.10

The revenue from foreign currency 
revaluation has had a significantly higher 
influence on the increase in the volume of 
investment revenue. The total income for 
the eight-and-a-half-year period (from 2014 
to the first half of 2022) was approximately 
1.5 trn tenge, and the average share of total 
investment income for that period was 
22.5%.11 Thus, the revaluation of currencies 
yields a higher return on investment due 
to the exchange rate difference than the 
revaluation of securities.

A significant percentage of revenue from 
foreign currency revaluation, which for the 
period of operation of the UAPF represents 
almost a quarter of its total investment 
income, means that the final financial result 
depends on this component. Accordingly, 
the positive real return on pension assets 
is largely due to the availability and size of 
currency revaluation income. Thus, in 2016, 
when the National Bank allowed a single 
decline in the real return on pension assets 
below zero, the revaluation of the currency 
also brought the largest loss in seven 

10 Calculated from data from the following sources: Information 
on investment management of pension assets of “UAPF” JSC 
for 2014–2022. Website of “UAPF” JSC. URL: https://www.
enpf.kz/ru/indicators/invest/review.php#2022 (accessed on 
22.07.2022).
11 Calculated from data from the following sources: Information 
on investment management of pension assets of “UAPF” JSC 
for 2014–2022. Website of “UAPF” JSC. URL: https://www.
enpf.kz/ru/indicators/invest/review.php#2022 (accessed on 
22.07.2022).
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Fig. 3. Real Return on uAPF Pension Assets and the Share of Foreign Currency Financial Instruments in 
the Portfolio, %
Source: Compiled by the author from “UAPF” JSC data.
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full years of its management of the UAPF 
portfolio. The relationship between revenue 
from foreign currency revaluation and 
return on pension assets is also confirmed 
by the high correlation factor between these 
indicators at the level of 0.86 for the period 
from 2014 to 2021.

I n  i t s  t u r n , t h e  r eve n u e  f r o m  t h e 
revaluation of the currency, UAPF is formed 
primari ly  by the change in the tenge 
exchange rate. Thus, in 2020, net profit from 
foreign currency transactions of 290.9 bln 
tenge was formed by exchange rate difference 
of  291 bln tenge and loss  from trade 
operations of 81 mln tenge.12 The exchange 

12 Joint Stock Company “Unified Accumulative Pension Fund”. 
Assets of the pension system. Financial statements and audit 
report of the independent auditor for the year ended 31 
December 2020. p. 22. Website of “UAPF” JSC. URL: https://
www.enpf.kz/upload/medialibrary/a32/a326c3b53c580bd54d4
5e19b2b3daffb.PDF (accessed on 25.07.2022).

rate difference results from a change in 
the tenge to other currencies in which the 
currency part of pension assets is invested. 
The predominant foreign currency in this 
case is the US dollar, which accounts for 
almost the entire amount of investment of 
pension savings in foreign currencies. So, at 
1 July 2022, the share of the dollar in foreign 
exchange assets was 99.7%.13 Accordingly, 
a change in the tenge against the US dollar 
leads to a difference in the exchange rate and, 
as a consequence, an investment return or 
loss from the revaluation of foreign currency. 
The relationship between the change in 
the US dollar to the tenge, the amount of 
revenue from currency revaluation, and the 
percentage weight of this revenue in the total 

13 Information on investment management of pension assets 
of “UAPF” JSC for 1 July 2022. p. 4. Website of “UAPF” JSC. URL: 
file:///C:/Users/Первый/Downloads/guid=b7379b3f-e4e4–
4ed7–88a0-efdfc57c5161%20(4).pdf (accessed on 25.07.2022).
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investment income on pension assets are 
reflected in the graphs (Fig. 4).

The graphs demonstrate the relationship 
between the change in the tenge rate and 
the revenue (or  losses) from currency 
revaluation, as well as its importance in the 
formation of the UAPF’s investment return. 
This correlation indicates the availability of 
revenues during tenge devaluation periods 
and the development of losses from currency 
revaluation during tenge strength years (2016 
and 2019). The emergence of this relationship 
and its strengthening as the share of foreign 
exchange instruments in the assets of the 
UAPF increased, also formed a more general 
dependence of the return on pension assets 
as a whole on the change in the tenge rate. 
At the same time, it should be noted that the 
exchange rate difference, which forms the 
revenue from the revaluation of the currency, 
arises as a consequence of the change in the 
value of pension assets; that is, the change 
in the tenge rate affects not only their yield, 

but also their volume. The devaluation of the 
tenge increases the volume of pension assets, 
and the strengthening of tenge reduces it. 
The influence of the tenge on pension assets 
has been more visible at short intervals 
in recent years, when the share of foreign 
exchange instruments in the UAPF portfolio 
exceeded 30%. The dynamics of the tenge 
and the amount of UAPF pension assets at 
monthly intervals from 1 January 2020 to 
1 July 2022 —  during the period when the 
average value of the net weight of foreign 
assets was 31.2% —  reflects the existence of a 
correlation between these indicators (Fig. 5).

More significant changes in the amount 
of pension assets unfolded during periods 
of strong tenge rate fluctuations. This 
relationship is confirmed by a rather strong 
correlation factor (0.7) between the data 
variables in the time period under research. 
It is these changes in the value of assets 
associated with fluctuations in the tenge 
exchange rate that have largely determined 

Fig. 5. Comparative Dynamics of the Volume of Pension Assets of the uAPF and the Exchange Rate of the 
Us dollar against tenge
Sources: Compiled by the author from “UAPF” JSC and National Bank of Kazakhstan data.
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the dynamics of the volume of investment 
returns (losses) of the UAPF through the 
revaluation of the currency. The relationship 
between this indicator and the dollar to the 
tenge was pronounced during periods of high 
volatility in the Kazakhstan foreign exchange 
market, in particular, in the first half of 2022 
(Fig. 6).

RELATION BETWEEN RETuRN PENSION 
assets aNd teNGe eXChaNGe Rate 

aNd its CoNseQUeNCes  
FoR the CURReNCY MaRKet 

OF KAZAKHSTAN
Thus, i t  can be  noted that  there  is  a 
s ignif icant  re lat ionship  between the 
situation in the domestic currency market 
of Kazakhstan and the parameters of the 
cumulative pension system, which arose 
as a result of the increase in the share of 
foreign assets in the UAPF portfolio. Given 

the high role of currency revaluation income 
in ensuring the return on pension assets and 
the need to ensure that it exceeds inflation, 
it can be concluded that this relationship is 
mutual. In other words, not only does the 
change in the tenge rate affect the return 
on pension assets, but there is also a need 
to ensure that the return can also affect the 
tenge exchange rate.

The hypothesis of such influence, in our 
opinion, can be confirmed by quite significant 
changes in the process of formation of the 
tenge exchange rate in the last few years, 
precisely during the period when the share 
of foreign exchange instruments in UAPF 
assets reached its highest point. The essence 
of these changes is that the tenge rate has 
gradually lost connection with the main 
external sector parameters that regulate 
currency demand and supply in the domestic 
market —  exports, trade balance, current 
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account balance —  as well as the factors 
that determine these parameters, especially 
the foreign economic situation, including 
the price of oil, which is a priority factor for 
Kazakhstan.

In Kazakhstan, during the long period 
2000–2016 (Fig. 7)  the tenge rate was 
largely due to fundamental factors. This 
was reflected, among other things, in its 
increasing in 2002–2008 against the context 
of rising oil prices and the resulting increase 
in foreign trade surpluses; stability in 2010–
2013 against the backdrop of a trade surplus 
formed by a high and stable oil price; and 
finally, the decline in 2014–2016, caused by 
a fall in key external sector parameters as oil 
prices fell from 110 to 35 dollars.

However, since 2018, the relationship 
between the tenge rate and indicators of 
the external sector has been disrupted. 
Kazakhstan’s currency during this period 

is gradually declining regardless of oil 
prices, the size of the trade balance surplus 
and current account. At the same time, the 
decline has significant proportions: the dollar 
strengthened to the tenge in the period 
from 2017 to the first half of 2022 by 38% —  
stronger than during the global financial 
crisis of 2009 (20.3%), or during the triple 
fall of oil prices in 2015 (24%). This situation 
supports the conclusion that some new 
forces were introduced in the construction of 
Kazakhstan’s currency, which is starting to 
dominate over traditional currencies. At the 
same time, the effects of these new factors 
are increasing, which is noticeable in the 
period 2021–2022, when tenge accelerated 
its decline against the background of sharp 
growth of the foreign trade surplus and 
current account balance.

The distortion that have developed in 
recent years in the tenge course formation 

Fig. 7. Comparative dynamics of the exchange Rate of the Us dollar against the tenge, the trade balance 
and the Current account
Sources: Compiled by the author from National bank of Kazakhstan data.
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are, in our opinion, a result of problems with 
the budget process, the necessity to ensure 
the support of the National Fund, etc. [29]. 
In relation to the problem of the impact 
of pension assets on Kazakhstan’s foreign 
exchange market, it is important to note 
that the period of loss of the tenge rate’s 
relationship with fundamental factors and 
parameters of the external sector coincides 
with the period of maximization of the 
share weight of foreign instruments in the 
UAPF portfolio and the emergence of a hard 
dependence of its return on the exchange 
rate.

This problem was apparent in the first 
half of 2022, when the tenge rate fell from 
431.8 to 465.1 tenge per US dollar 14 against 
the background of rising oil prices and 
subsequent growth of the positive trade 
balance and current account of Kazakhstan. 
In our view, the phenomenon of the decline 
of the Kazakhstan currency in such favorable 
conditions is explained by the fact that 
during this period there was also a sharp 
fall in the return on pension assets of 
UAPF, with its decrease reaching very large 
negative values. This decline was caused by 
two main factors: an acceleration of inflation, 
which rose to 14.5% in June against 8% in 
December 2021,15 and a sharp decline in 
global financial markets, which led to a fall 
in the value of assets in the UAPF portfolio. 
As a result, the real return on pension assets 
became negative, with unacceptably high 
values —  in May, this figure exceeded 10%. 
A further factor in the decline in yields was 
the strengthening of the tenge, which formed 
an investment loss from the revaluation 
of foreign currency in the amount of 81 

14 Daily official (market) exchange rates. National Bank of 
Kazakhstan. URL: https://nationalbank.kz/ru/exchangerates/
ezhednevnye-oficialnye-rynochnye-kursy-valyut/report?rates
%5B%5D=5&beginDate=2022–01–01&endDate=2022–06–30 
(accessed on 07.09.2022).
15 Price statistics. Office of National Statistics of the Agency for 
Strategic Planning and Reforms of the Republic of Kazakhstan. 
URL: https://stat.gov.kz/official/industry/26/statistic/5 (accessed 
on 07.09.2022).

bln tenge.16 Negative real returns of such a 
scale at the end of the year could form very 
large obligations of the State to compensate 
for them with aggregate pension savings in 
the UAPF of about 13 trn tenge 10% of the 
compensable difference between inflation 
and return is equivalent to 1.3 trn tenge. This 
situation, in our opinion, may have resulted 
in the National Bank regulating pension 
assets and trying to increase the return on 
assets as quickly as possible.

In the context of falling financial markets 
and r is ing inf lat ion, the only  way to 
increase returns was to increase the UAPF’s 
investment income component, such as 
currency revaluation income. The main 
source of this revenue is the devaluation of 
the tenge, which occurred intensively in the 
first half of 2022, despite extremely favorable 
external factors. The decline in the exchange 
rate of tenge contributed significantly to the 
formation of income on pension assets from 
the revaluation of foreign currency, which 
amounted to 231 bln tenge over the six 
months and formed two-thirds of the total 
investment income.

Taking into account the above-mentioned 
aspects of the situation in the field of 
formation of the tenge exchange rate in 
Kazakhstan’s foreign exchange market, it is 
possible to conclude that the situation with 
the UAPF yield has a substantial influence on 
this rate. The realization of this influence is 
facilitated by the fact that both the manager 
of pension assets and the regulator of the 
foreign exchange market is —  the National 
Bank of Kazakhstan. In the first half of 2022, 
during the period of aggravated problems 
with UAPF yields, the regulator sharply 
reduced the volume of currency sales from 
the National Fund on the Kazakh foreign 
exchange market, which could not but affect 
the formation of the tenge exchange rate. 

16 Information on investment management of pension assets 
of “UAPF” JSC for 1 July 2022. Website of “UAPF” JSC. URL: 
https://www.enpf.kz/ru/indicators/invest/review.php#2022 
(accessed on 22.07.2022).
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Currency sales from the National Fund 
constitute a significant part of the trading 
in the exchange market and amounted to 
28% in 2021.17 Therefore, the decline in 
these sales could not fail to affect the tenge 
price, making a significant contribution 
to its decline. That is, the weakening of 
the tenge and the resulting revenue from 
the revaluation of foreign currency have 
somewhat mitigated the loss of UAPF returns.

CoNClUsioN
In our opinion, the hypothesis  of  the 
formation of a relationship between the 
exchange rate and the investment returns of 
pension assets in Kazakhstan is confirmed 
by the identified sustained influence on this 
return of the foreign currency revaluation 

17 Operations of the National Fund. National Bank of 
Kazakhstan. URL: https://nationalbank.kz/ru/page/
operaciinacionalnogo-fonda ( accessed on 10.09.2022).

factor in the UAPF portfolio, as well as by 
the non-standard dynamics of the Kazakh 
currency in  condit ions of  s ignif icant 
improvement in the external economic 
situation. The main consequence of the 
relationship considered can be recognized 
as the growth of its influence on the foreign 
exchange market of Kazakhstan and the 
increase in the role of the return on pension 
assets as a new factor in the formation of the 
tenge exchange rate.

Taking into account the fact that the real 
return on pension assets is derived from the 
level of inflation and the situation in the 
global financial markets, it is possible to 
forecast further complications of the task 
of ensuring its positive values. Negative 
real returns on pension assets will mean 
increased public budget expenditure on 
compensation and contribute increasingly to 
the imbalance of the budget process.
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iNtRodUCtioN
Investors in the Indian stock market invest their 
money into retail investors, foreign institutional 
investors, mutual funds, insurance funds, pension 
funds, banks, and so on. The investment decisions 
on the stock market are to gain good returns with 
the movement of stock prices and dividends. The 
movement of the price of a stock depends on 
several factors, such as company performances, 
announcements, microeconomic conditions, 
macroeconomic environment, the sentiment 
of investors towards the stocks, and any new 
information associated with the stock.

The investors take the long positions with an upward 
movement or trend of the stock price, so that they gain 
from the uptrend and with a downward movement or 
trend, the investor takes the short positions to cover 
their loses. The correct investment decisions made by 
investors on stock markets during an upward trend 

and the downward trend will increase the potential 
of earning better and adjust the risks in a better way. 
Many times, due to inaccurate considerations while 
investing in the stock market, investment decisions 
go wrong, bringing enormous losses to the investors. 
The retail investors bear the brunt due to inadequate 
information on market trends.

To provide a correct decision and to reduce their risk, 
the prediction of stock price trends is necessary for the 
short- or long-term based on the investment horizon.

The investor sentiment towards the stock provides 
a good input to predict the stock price trend using 
machine learning algorithms. The sentiment analysis of 
the financial information available related to companies 
identifies the behaviour of human sentiment towards 
the stock information available currently. Sentiment 
analysis is a popular language processing technique 
where the polarity of the textual data is determined. 
The sentiment analysis is performed in 2 ways: the 
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classical Lexicon-Based Approach and the Machine 
Learning-Based Approach.

This research aims to find out major studies 
related to Sentiment Analysis processes for financial 
market information through a deep literature survey 
and explore the use of machine learning services for 
sentiment analysis of financial market information for 
the Indian market, which helps predict the market trend.

the obJeCtiVe 
oF the stUdY

The objectives of this study of a literature review on 
sentiment analysis through machine learning for 
Indian financial market are following:

1)  To find out various research works completed 
in the field of sentiment analysis through machine 
learning for Indian financial markets for the period 
2015 to 2021.

2)  To find out the impact of sentiment analysis 
on the price movement of a stock in the Indian stock 
market.

3)  To find out the prediction models used for 
predicting the trend of stock price movement in the 
Indian stock market using sentiment analysis.

MethodoloGY
This research is descriptive research, where the 
study of literature is mainly based on the available 
secondary sources such as previous research papers, 
conference papers, journal papers, past PhD theses, 
books, online blogs, and articles by various research 
scholars and academicians for the period of 2015 
to 2021. The research for this work is done in both 
online and offline modes, where literature was 
identified using specific criteria and word searches. 
The keywords used to filter out the right kinds of 
literature are “Sentiment Analysis through Machine 
Learning”, “Sentiment Analysis on Indian Financial 
Market Information”, “Impact of Sentiment Analysis 
on Indian Financial Market Information”.

The secondary kinds of literature were searched 
based on the specified keywords. In this research, more 
than 140 papers were scanned, more than 20 PhD theses 
were referred, and more than 50 various blogs along 
with online articles were studied. The studied kinds of 
literature were categorized based on their relevance to 
the topic, contribution of knowledge, and contribution 

of research work related to sentiment analysis on the 
Indian stock market. The pieces of literature related 
to sentiment analysis on foreign markets were kept in 
low- and medium-importance categories to focus only 
on the Indian market.

iNdiaN stoCK 
MaRKet

The Indian stock market is one of the oldest stock 
markets in Asia. The Bombay Stock Exchange (BSE) 
was established in 1875 as “The Native Share and 
Stockbrokers Association”.1 After the liberalization 
of the Indian market in 1991, the National Stock 
Exchange (NSE) was incorporated in 1992, and it 
was recognized as a stock exchange by the “Security 
Exchange Board of India” in April 1993.2

As per Bombay Stock Exchange market capitalization 
data published in October 2021, the total market 
capitalization was 259 Lakh Crore.3

As per the Market Statistics —  October 2021 report 
by the WFE Statistics team, the market capitalization 
of NSE is 3.4 trn USD, or 252 Lakh Crore Rupees as of 
August 2021.4

The companies are listed on either one or both stock 
exchanges. In BSE around 5 213 companies were listed 
as of August 2021 5 and in NSE around 1 920 companies 
were listed as of August 2021.6

TYPE OF INVESTORS
Various investors invest in these listed companies 
through the NSE or BSE. Private Indian promoters 

1 BSE History & Milestones  —  Bombay Stock Exchange. 
2021. URL: https://www.bseindia.com/static/about/History_
Milestones.html (accessed on 26.06.2022).
2 NSE History & Milestones —  National Stock Exchanges. 2021. 
URL: https://www.nseindia.com/national-stock-exchange/
history-milestones (accessed on 26.06.2022).
3 BSE Market Capitalization Report  —  Bombay Stock 
Exchange. 2021. URL: https://www.bseindia.com/markets/
equity/EQReports/AllIndiamktcap_Histori.aspx (Accessed on 
26.06.2022).
4 BSE History & Milestones  —  Bombay Stock Exchange. 
2021. URL: https://www.bseindia.com/static/about/History_
Milestones.html (accessed on 26.06.2022).
5 BSE Market Capitalization Report  —  Bombay Stock 
Exchange. 2021. URL: https://www.bseindia.com/markets/
equity/EQReports/AllIndiamktcap_Histori.aspx (accessed on 
26.06.2022).
6 NSE History & Milestones —  National Stock Exchanges.2021. 
URL: https://www.nseindia.com/national-stock-exchange/
history-milestones (accessed on 26.06.2022).

A. S. Dash, U. Mishra



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru  138

hold around 34.6% of the total market capitalization 
of NSE-Listed companies, followed by Foreign 
Institutional Investors, holding 21.7%, foreign 
promoters holding 9.7%, and retail investors holding 
9% as of December 2020 (Fig. 1).7

The shares are being traded on these exchanges daily. 
NSE’s turnover for March 2021 was 13.9 trn rupees.8 The 
motive of the transactions is to gain monetary benefit. 
In these transactions, Foreign Institutional Investors 
(FIIs), Domestics Institutional Investors (DIIs) Mutual 
Funds, Corporates, Proprietary Traders, Individual 
Investors, and others such as Trusts, Partnership firms, 
VC Funds, etc. are involved. Traditionally, qualified 
investors, such as FII, and DII participated much more 
than individual investors. However, in the last 6 years, 
this trend has changed.

In the financial year 2021, individual investors, 
such as individual domestic investors, NRIs, sole 
proprietorship firms, and HUFs, will account for 45% 
of the total turnover in the cash segment of the NSE. 
As per the report, NSE has added 90 Lakh new investors 
in the current fiscal year. More individual investors are 
now entering the Indian stock market to participate 
in stock market trading (Fig. 2).

STOCK PRICE MOVEMENT
Stock prices change based on the demand and supply 
of shares on the exchanges. If the demand for the 
stock exceeds the supply, the price of the stock 
rises; similarly, if the supply of the stock exceeds the 
demand, the price of the stock falls. The movement 
of the price of a particular stock can behave the same 
way for a few days, a few weeks, or even months 
based on demand and supply.

The direction of price movement is termed a trend 
[1]. The trend can be upward or downward. An upward 
trend is formed when the price movement makes higher 
swing highs and higher swing lows. A downward trend 
is formed when the price movement makes lower swing 
lows and lower swing highs [2]. The trends are measured 

7 Market Pulse-A Monthly review of Indian economy and 
markets.2021:3–4. URL: https://static.nseindia.com//s3fs-
public/inline-files/Market_Pulse_April_2021.pdf (accessed on 
28.06.2022).
8 Market Pulse-A Monthly review of Indian economy and 
markets. 2021. URL: https://static.nseindia.com//s3fs-public/
inline-files/Market_Pulse_April_2021.pdf (accessed on 
28.06.2022).

for the short-term, medium-term or intermediate-term, 
and long term. The short-term trend can be the price 
movement in the same direction for a few days to a 
few weeks; the medium-term trend can be the price 
movement in the same direction for a few weeks to a 
few months; and the long-term trend can be the price 
movement in the same direction from a few months 
to a few years [3].

TYPE OF STOCK PRICE ANALYSIS
According to the Efficient Market Hypothesis, the 
price of a stock reflects all the information available 
to the market, and it is impossible to beat the market 
[4]. However, the EMH is highly controversial, as 
modern financial theory suggests no market is 
perfectly efficient, and thus stock prices do not always 
accurately reflect their true value. The Indian stock 
market returns are not completely random. It exhibits 
a weak form of market efficiency, so the prediction 
of the true value of stock price exists [5]. Investors 
try to perform various price analyses of a particular 
stock before deciding to buy or sell that stock. 
Predominately, two types of stock price analysis —  
fundamental analysis and technical analysis —  are 
performed by investors. Fundamental analysis is to 
identify the stock’s correct value by examining various 
economic factors from the micro to macro level.

On the other hand, technical analysis is the study 
of historical price movements of securities and the 
patterns through charts and various indicators to 
identify the correct price of the security and forecast 
the future movement.

seNtiMeNt aNalYsis
As per the theory of behavioural finance, Noise in 
the form of information makes the market inefficient. 
Also, testing theories in the financial market is 
very difficult due to the presence of Noise. Under 
the influence of Noise, traders or investors behave 
irrationally and take the stock price away from the 
true price level. However, the true price of stock 
returns in the long run [6].

The stock price tends to be diverse from its true 
value under the influence of noisy signals present in the 
financial market. The traders act on these signals and 
move the true price of a stock in a different direction. So, 
the investors are subject to sentiments; this sentiment 
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is their belief about the future cash flow of the security, 
which is not justified by the available information [7].

Based on the research by Baker & Wurgler, it has 
been clear that investor sentiments affect the stock 

price movement. In their work, they have proposed a 
top-down approach to measure investor sentiment [8, 
9]. Measuring investor sentiment is not straightforward; 
however, using imperfect proxies, they created a model 

 

Fig. 1. Types of Investors Holding in Percentage the Ownership of NSE-Listed Companies as of December 2020
Source: Market Pulse-A Monthly review of Indian economy and markets. 2021. URL: https://static.nseindia.com//s3fs-public/inline-

files/Market_Pulse_April_2021.pdf (accessed on 28.06.2022).

Fig. 2. Types of Investors Participate in the Capital Market at NSE (in %)
Source: Market Pulse-A Monthly review of Indian economy and markets. 2021. URL: https://static.nseindia.com//s3fs-public/inline-

files/Market_Pulse_April_2021.pdf (accessed on 28.06.2022).
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to measure the sentiment. In their model, they have 
listed out various proxies such as investor psychology 
to respond the corporate news, trade volumes, mutual 
fund investments, announcement of dividends, implied 
volatility of stock options, listing day returns on initial 
public offerings (IPOs), the volume of initial public 
offerings, new equity issues, and insider trading 
information. Based on these proxies, they provided 
the sentiment index as

SENT = –0.23CEFD + 0.23TURN + 0.24NIPO + 
+ 0.29RIPO + 0.32PDND + 0.23S.

In this equation, they have used 6 proxies or factors 
to define the sentiment. These 6 factors are the closed-
end fund discount (CEFD), detrended log turnover 
(TURN), number of IPOs (NIPO), first-day return on 
IPOs (RIPO), dividend premium (PDND), and equity 
share in new issues (S). The major challenge of this 
model was characterizing and measuring uninformed 
investor sentiment and the variation in investor 
sentiment over time.

On a similar principle, various studies were 
conducted on the Indian stock market to identify the 
relationship between investor sentiment and stock 
market volatility. Investor sentiment plays a vital role 
in the Indian stock market’s volatility. As per the study, 
investors are more responsive to negative news than 
positive. The negative sentiment plays a greater role 
in the volatility of the Indian market [10].

To measure the linkage between investor sentiment 
and stock market volatility, similar studies have been 
performed on the Indian stock market along with the 
world stock market. Jyoti & Jitendra, in their research, 
went ahead to assess the predictability the asset 
volatility in the Indian stock market using investor 
sentiment. To measure investor sentiment through their 
model, they provided six macro-economic factors such 
as the Index of industrial production (IIP), short-term 
interest rates as Treasury bill rates (TBR), term spread 
(difference between long-term bond yield and Treasury 
bill rate), the exchange rate (EX), wholesale price index 
(WPI) and foreign institutional investments (FII) and 
four market-symmetric factors such as four market-
wide systematic factors, market risk premium (Mkt), 
the premium on the portfolio of small stocks relative 
to large stocks (SMB), the premium on the portfolio of 

high book/market stocks relative to low book/market 
stocks (HML) and momentum factor (WML). Their study 
concluded that investor’s sentiment does predict the 
volatility of assets in the Indian stock market. In this 
research, investor sentiment is predominately derived 
from the available quantitative data [11].

The sentiment is human behaviour, and any 
information, whether qualitative or quantitative, has 
some influence on the sentiment value. In the past few 
decades, as information availability has tremendously 
increased, many researchers have worked towards 
an understanding of investors’ sentiment using both 
qualitative and quantitative data. When any new 
information is available, it has some degree of impact 
on the sentiment of the investor [12].

In recent times, much research has been conducted 
to identify any causal relationship between financial 
information and the impact on Indian stock markets. 
P. Misra in his research, identified the relationship 
between BSE Sensex and macroeconomic variables such 
as the Index of Industrial Production (IIP), inflation, 
the rate of interest, the price of gold, the rate of 
exchange, FII, and supply of money. He also confirms 
that there exists a long-term causality between these 
macroeconomic variables and BSE Sensex [13].

Some of the researchers conducted the study on 
individual variables. As Foreign Institutional Investors 
are one of the largest players in the Indian stock market, 
their net investment is positively influenced by the 
NIFTY returns [14].

Financial information related to microeconomic and 
macroeconomic variables are announced and published 
through national newspapers, company websites, or 
NSE and BSE websites. These announcements impact 
the sentiment of investors towards the stock. There 
is a significant impact of the announcement of a 
new product launch or approvals or decisions on the 
company’s share prices [15]. So abnormal returns 
are generated on the event day. The sentiment from 
the news event has some time limit on the investor. 
The effect of positive or negative sentiments lasts for 
certain days on the stock price movement from the 
event date [16].

The investor sentiment factor based on financial 
news adds significantly to the traditional asset pricing 
model [17]. The news articles were collected from 
the published data of the Guardian Newspaper and 
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sentiment analysis was conducted to understand 
the impact on the London stock market. Based on 
the analysis, it was found that the sentiment metric 
influences the volatility of the London Stock Exchange 
Index [18].

Financial information published on the listed 
stock exchange, newspaper, or microblogging sites 
is unstructured. Chan & Chong, in their research, 
published a model on how to extract insights from 
unstructured data for sentiment analysis [19]. They also 
identified that this information contains noise, which 
needs filtering. A detail filtering technique to reduce 
the noise present in financial news sentiments was 
discussed in the research carried out by M. W. Uhl [20]. 
To understand the sentiment of the investor when new 
financial information is available, sentiment analysis 
is needed on the available financial news.

As per the Oxford dictionary definition, sentiment 
analysis is the process of computationally identifying 
and categorizing opinions expressed in a piece of text, 
especially to determine whether the writer’s attitude 
towards a particular topic, product, etc. is positive, 
negative, or neutral.9 Sentiment analysis is a popular 
language processing technique where the polarity of 
the textual data is determined.

Sentiment analysis is a branch of Natural Language 
Processing (NLP) for analysing public opinion [21]. The 
sentiment analysis is performed in 2 ways, as shown by 
F. Z. Xing et al. [22]. One is the classical Lexicon-Based 
Approach, and the other is the Machine Learning-
Based Approach.

In the Lexicon-Based Approach, dictionaries of 
words are mapped with emotional polarities, such 
as positive, negative, and neutral. Then these words 
are matched to the input data to calculate the overall 
polarity of the data [23]. Figure 3 represents the flow 
chart for a Lexicon-Based Sentiment Analysis Model.

MACHINE LEARNING APPROACH
In the Machine-Learning Approach, various machine 
learning algorithms are used to identify the polarity 
of the textual data. Machine-Learning is a subset of 
Artificial Intelligence, where complex algorithms are 
programmed to replicate the function of the Human 

9 Online Oxford Dictionaries. 2019. URL: https://www.
oxfordlearnersdictionaries.com/ (accessed on 28.06.2022).

Brain in such a way that they can solve complex 
problems in the same way the human brain solves.

Machine learning is an application of artificial 
intelligence that provides the system with the ability 
to automatically learn from the training set of data 
and improve on the experience it has gained from the 
training data without being explicitly programmed for 
it. Machine learning focuses on the learning capabilities 
of computer programs that can access data and use it 
to learn for themselves what the human brain does.

In the machine learning approach, two datasets are 
used, where the first one is used to train the model and 
the second dataset is used to Test the model (Fig. 4).

In the past, several studies have been conducted 
to test sentiment analysis from various social media 
and news sources using machine learning algorithms. 
It has been concluded that the accuracy and efficiency 
of sentiment analysis using the machine learning 
approach are better than the Lexicon-based approach 
[21].

There are various challenges involved in creating 
a system to analyse the sentiment, using the machine 
learning approach. Infrastructure is one of the major 
challenges, as a huge amount of data is required to train 
the machine learning model and then test to get the 
desired accuracy. The system should be able to store 
and process this data. Another challenge is the use of 
machine learning algorithms and desired expertise 
in that field to create these models. As a result, small, 
medium-sized organizations or individuals do not 
have the necessary resources to build some of these 
sentiment analysis systems [26].

To overcome these challenges, we need to identify 
major cloud-based AI platform services that offer 
sentiment analysis through Application Programming 
Interfaces using their powerful supercomputers in 
a very cost-effective way. Following are a few major 
technology solutions currently available:

•  IBM Watson Natural Language Understanding 
Services;

•  Microsoft Azure Cognitive Services;
•  Google Cloud Natural Language AI;
•  Amazon Comprehend.
These major technology companies are providing 

Application Programming Interfaces (APIs), which 
enable developers or individuals to use these interfaces 
in their programs and receive the Sentiments analysis 
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Fig. 3. Lexicon-Based Sentiment Analysis Process on Financial News
Source: H. A. Shehu et al. [24].

Fig. 4. Machine Learning-Based Sentiment Analysis Process
Source: E. Alpaydin [25].
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results for the input data. This eliminates the 
infrastructure challenges of creating the models and 
deep knowledge of technical programming.

The IBM Watson Natural Language Understanding 
has an overall accuracy of 97% for natural language 
processing. “Its performance has been compared with 
other systems as well as humans, and in either case, 
the result is very satisfactory” (see Table) [27].

The accuracy testing is conducted by Carvalho & 
Xu. In their research, they tested the accuracy of each 
of the above systems with 14 605 tweets and 3,209 
Facebook posts. As per the result, they concluded that 
IBM Watson’s accuracy is better than other systems [28].

Figure 5 depicts the process flow for sentiment 
analysis of texts using the IBM Watson Natural 
Language understanding API services.

Various documents or web contents related to the 
financial market or stock-specific news feed into IBM 
Watson through the Natural Language understanding 
API services. Then the result has been provided 
with a sentiment score in a range of –1 to 1, where 

–1 represents Negative, 0 represents Neutral and 1 
represents positive.

The IBM Watson Natural Language platform also 
provides additional flexibility through custom training 
of specific domains to the system, where custom 
training data in an Excel file can be fed to the system 
to increase the accuracy of the system for a specific 
domain. With this approach, additional documentation 
is provided with the sentiments provided to the 
machine to learn more about the specific domain as 
humans do.

After the development of Machine Learning 
Algorithms and related concepts, various researchers 

and academics turned their focus on predicting the 
stock price using this technology. Most of the research 
was conducted to predict stock prices based on their 
previous price through various machine learning 
Algorithms such as long- and short-term memory, 
Artificial Neural network, etc. [29–32].

In the recent study by M. Obthong et al. [33], 
they did a survey of literature on Machine learning 
algorithms and related models to predict the price 
of the stock market based on previous prices. They 
found the accuracy of these systems ranges from 55% 
to 65%. They concluded to increase the accuracy of 
the prediction models, not only the previous price 
of the stock but also additional information such as 
Sentiment towards the stock will be needed.

The news information related to stocks provides 
sentiment towards the stock price, and it helps in the 
price movement reflected on the stock price. With 
recent technological developments in natural language 
understanding, the sentiment analysis of these news 
stories provides a vital input to predicting the stock 
price.

The results from the work by H. Rich et al. [34] are 
quite encouraging, where they created a model to use 
the New York Times published information related 
to renewable energy sector companies to extract 
sentiments, and then they used the stock market data 
in their machine learning algorithms to predict the 
renewable energy index price. With their approach, they 
have achieved an accuracy of 75% in the predictability 
of the NASDAQ renewable energy index trend. Similar 
research was performed by G.G.-R. Wu et al. [35] to 
understand the stock market returns from the Taiwan 
stock exchange using the new-based sentiment analysis 

Table 1
summary of the technologies and the overall accuracy level

Cloud Platform technology output accuracy level

IBM Cloud1
Natural Language 

Understanding
Score inside the interval 

[–1,1]
97%

Microsoft Azure2 Text Analytics
Score inside the interval 

[0,1]
94%

Google Cloud2 Natural Language
Score inside the interval 

[–1,1]
90%

Source: Based on the de Las Heras-Pedrosa C. et al. [27], Carvalho A., Xu J. [28].
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and market data. They concluded that the news variable 
provides useful information for predicting the Taiwan 
market returns.

REVIEW OF SENTIMENT ANALYSIS FOR INDIAN 
stoCK MaRKet

Researchers are continuously working on the 
technological advancement of sentiment analysis 
using AI-driven systems and machine learning 
algorithms to provide better accuracy in predicting 
the price movement of stocks. Though limited studies 
were performed on Indian stock markets compared 
to the US and world stock markets, the Indian stock 
market behaves very poorly. Market efficiency and 
prediction opportunities exist in the Indian stock 
market [5].

It is evident from the sentiment of investors on 
the news of any new product announcement for the 
BSE 500 index companies that there is a significant 
impact of the news of new products on the stock price. 
With the information of the new product launch, the 
trend of stock price changes and abnormal returns are 
generated on the event day [15].

Macroeconomic factors such as Industrial 
Production (IIP), inflation, the rate of interest, the 
price of gold, rate of exchange, FII, and supply of 
money have an impact on the BSE Sensex index 
price movement. There exists a causal relationship 

between the information related to macroeconomic 
variables and the price movement of BSE Sensex. 
Also, the impact of macroeconomic variables such 
as foreign portfolio investors’ sentiment influences 
positively the movement of NIFTY returns [13, 15].

R. Yadav et al. [23] in their study, created an event-
based sentiment analysis model to predict the Indian 
stock market prices. They have implemented the 
Lexicon-based sentiment analysis model to predict 
the sentiment for the news feed. They found the 
model provided an additional aid while deciding on 
an investment.

The research by N. Rani et al. [36] on the 
NIFTY 50 index stocks of the Indian stock exchange 
provides a significant relationship between the 
index price movement and the sentiment score. In 
their study, they collected new information from 
Twitter and published news, using an available 
machine learning model to predict the sentiment. 
They measure the NIFTY 50 index returns based on 
the sentiment score. They concluded that there is 
a significant relationship between the sentiment 
score and the NIFTY 50 index return on a 10-day 
moving average.

CoNClUsioN
From our research and review of articles, it is 
evident that the Indian stock market behaves 

 
Fig. 5. data Flow for sentiment analysis of texts Using the ibM Watson Natural language Understanding 
API Services
Source: A. Carvalho, J. Xu [28].
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we a k l y  i n  t e r m s  o f  m a r ke t  e f f i c i e n c y  a n d 
prediction opportunities. In the previous research 
work, various prediction models were created to 
predict the trend or price of stocks in the global 
as well as Indian stock markets using machine 
learning algorithms. The majority of this research 
was aimed at using the past stock price alone, 
which is not sufficient to predict the trend or 
price accurately. They do not provide the complete 
sentiment of the investors towards that stock price 
movement.

From the studies, it has been concluded that the 
sentiments of investors from the microeconomic and 
macroeconomic information related to the stock have 
an impact on the price movement of the stock. So, to 
predict the future trend or price, the sentiment analysis 
on the available financial information is needed. The 
machine learning approach to extract sentiment from 
the financial information is more accurate than the 
Lexicon-Based sentiment analysis.

We have reviewed various off-the-shelf technologies 
available for sentiment analysis using machine learning. 
IBM Watson Natural Language Understanding is one 
such platform from IBM, which provides sentiment 
analysis on financial information with a great accuracy 
of 97% and can be trained further for specific domains 
to increase the accuracy. Also, this tool is commercially 
less expensive compared to its peers.

A future study is needed to understand the 
sentiment analysis using off-the-self technology such 
as IBM Watson Natural Language Understanding on the 
available financial information on both microeconomic 
and macroeconomic level of stocks in the Indian stock 
market and its impacts on the stock price movement in 
Indian stock market. New researchers can work further 
on this topic to create new forecasting models based 
on the latest machine learning algorithms and the 
sentiment analysis score from IBM Watson, along with 
the historical price of the stock. The prediction models 
will provide greater results than the previous models.
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iNtRodUCtioN
The transition to the new economy is 
accompanied by the rapid development of 
services. For example, in developed countries, 
the services sector accounts for a substantial 
share of GDP: in the USA —  about 80%, in 
Japan —  over 70%. These trends contribute 
to a new phenomenon, the service economy, 
which allows individuals to save money on 
transaction costs connected with e-services 
while maintaining access to reliable public 
services. At the priority level of the State, 
the goal of the development of the service 
economy is set in the national project “Digital 
economy”, according to which the basis 
of development of society is the provision 
of “new quality of life, business and public 
services”. I. N. Tkachenko and E. N. Starikov 
[1] argue that the digital economy causes 
socio-economic transformations of public 
life. S. Xiang et al. [2], A. Grybauskas et al. [3], 
M. Spence [4] considers that services-oriented 
regions are not experiencing poor quality of 
life by leveraging the benefits of digitalization. 
Instruments of the system for improving the 
welfare of the population are the services 
of organizations —  telemedicine, distance 
education, e-government and financial 
services.

While digitalization contributes to the 
welfare of individuals in developed countries, 
it does not in developing countries. The 
causes of the imbalances are negative factors 
such as digital divides, income polarization, 
insufficient digital literacy among the public, 
increasing morbidity as a result of the 
COVID-19 pandemic, social conflict, cyber 
fraud etc.

A . V. Vorontsovsk iy  notes  that  the 
development of Internet services may not 
contribute to the growth of public welfare, 
although the welfare of individuals may 
increase [5]. The studies noted the absence 
of effects from digitization on the quality of 
life of the population [6, 7], which is caused, 
in the opinion of the authors, by the Russian 
economy in the initial phase of digitization. In 

the development phase, investment in service 
organizations, i. e. investment of financial 
capital for the acquisition and implementation 
of digital technology and software, is an 
important catalyst. The consideration of 
digital effects at the regional level is due 
to the fact that the region is a “complexly 
functioning economic-socio-environmental 
system with individual economic, socio-
demographic, infrastructural and other 
features” [8]. In the regions, conditions and 
opportunities for the living of the population 
in the given territory are formed. Regions’ 
unequal investment, policy effectiveness and 
differences in governance tools determine 
the need to study regional differentiation 
of welfare. The purpose of the study is to 
assess the relationship between the growth 
of investment in the digitalization of services 
and the indicators characterizing the welfare 
of the population. The objectives of the study 
are:

•  identification of a set of indicators 
for assessing the welfare of the population 
that may change as a result of digital 
transformation in the regions;

•  assessment  of  investment  in  the 
digit izat ion of  ser vice  organizat ions 
depending on the typology of regions and the 
quality of life of the population;

•  determination of digital effects by 
identi fying the relat ionship between 
investment in the digitization of service 
organizations of the region and indicators of 
the welfare of the population through spatial-
time analysis.

EVALuATION OF THE DIGITAL IMPACT 
ON THE WELFARE OF THE POPuLATION 

oF the ReGioN
Welfare economics has been developed in 
Bergson-Samuelson’s paper (the approach 
of general welfare and the theory of social 
choice), A. Baujard’s concept of “welfarism” [9], 
from the point of view of classical utilitarians 
(welfare as prosperity and happiness), 
T. Grüne-Yanoff’s behavioral welfare theory 
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[10] (the study of the preferences of economic 
agents and social justice). M. S. Pecherkina,  
I. V. Korobkov [8] reveals the category of 
“welfare of the region” from the perspective 
of the quality of life of the individual and 
socio-economic development of the area, 
and indicators include the general economic, 
structural, social and economic, demographic, 
economic, environmental and financial 
spheres. Welfare represents the extent to 
which a society provides services to meet its 
needs. The growth mechanism of the region’s 
welfare is based on efficient reproduction due 
to the image of the area and the availability 
of service services to the population in the 
region. Economic and material conditions 
(monetary income, ratio of consumption 
and savings), human capital indicators 
(housing conditions, employment, health and 
education system), the state of the economy, 
public administration, and the environment 
comprise some of the criteria used to assess 
the welfare of the region’s population [6, 11–
13].

Regional welfare is achieved by improving 
the quality of life of the population. The 
category “quality of life” is sufficiently 
researched and is considered from the 
perspective of components that reflect 
important aspects of people’s life activities 
[14]. The standard of living as a measure of 
the welfare of the population is characterized 
by the “degree of satisfaction of material 
needs” [6]. Quality of life, as an indicator of 
socio-economic development of the region, 
includes objective and subjective factors, such 
as health, life expectancy, living conditions 
and comfort, social environment, safety, etc. 
[15, 16]. V. V. Okrepilov, N. L. Gagulina [17] 
among the characteristics of quality of life, 
apart from those listed, are material welfare, 
the development of regional infrastructure, 
the comfort of climatic conditions and the 
political environment.

Although indicators and measurement 
methodologies have been examined, indicators 
must be chosen to assess the influence of 

digital transformation on the welfare of the 
region’s population. G. P. Litvintseva and 
I. N. Karelin [7] introduces the concept of 
“digital quality of life”, which means the digital 
component is measured by the availability of 
digital competences, the quality of the labor 
sphere, e-government services and Internet 
security. The digital effect on the population’s 
quality of life has both an objective (access to 
digital infrastructure, digital platforms) and 
subjective (social comfort through the use of 
digital technology) scope [16].

The  inf luence  of  d ig i ta l izat ion  on 
ser vice  organizations was studied by  
Yu. I. Seliverstov [18], noting the creation 
of ways of serving customers and effective 
forms of interaction with them. According to 
A. V. Vorontsovskiy [5], digitalization includes 
online services, online stores, allowing for the 
extraction of income through the processing 
of information for the operation of services.  
O. V. Artemova et al. [14] consider the digital 
component of quality of life, expanding the 
possibility of meeting needs in digital form. 
Social and financial services, the Internet, 
mobile phones are being made available to 
rural and low-income populations [19]. The 
development of the G. P. Litvintseva and 
I. N. Karelin [7] correlation models has shown 
the positive impact of e-government services 
on the welfare of society. Positive impacts 
identified include the expansion of the 
boundaries of accessibility and convenience 
of services, receiving real-time education and 
increasing productivity.

It has research aimed at segmenting 
of  the service sphere and identifying 
t h e  p e c u l i a r i t i e s  o f  i t s  s e g m e n t s . 
K. S. Friesenbichler and A. Kügler [20] assessed 
the relationship between the share of services 
(market, financial, high-technology science-
intensive services) and productivity growth 
and changes in employment structure. It 
was found that when the region’s economy 
develops, the share of the service economy 
increases, service services in production 
expand, and science-intensive services limit 
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factor productivity growth. U. Witt and 
C. Gross [21] based on the construction of 
the production function model identified 
the peculiarities of the sphere of services in 
the efficient use of digital technologies and 
energy savings. In the service sector, unit 
labour costs are higher than in industry, 
and productivity is growing at a slow pace. 
Improved competitiveness conditions favor 
equalization of labour productivity and wages 
in the sectors. Examples of indicators suggest 
that a universal methodology for assessing 
the welfare of the region with regard to the 
digitalization of the services sector has not 
been developed, so it is proposed to identify 
indicators and assess the relationship between 
variables.

ReseaRCh MethodiCs
In order to conduct the study, it is proposed 
to use investments in the digitization of 
service organizations, an integral indicator of 
quality of life, published by the rating agency 

“RIA Rating” in the regions of Russia. The 
indicators considered are classified as follows: 
quality of life, population well-being, working 
life quality, social sphere, and life safety. 
Selected statistics represent indicators that 
are to be digitized.

Panel analysis is chosen as a method to 
establish space-time relationships. Fixed 
variable of the study —  period 2017–2021, 
object of study —  region. The choice of 
the period is because digital effects can be 
manifested, starting in 2017, during the period 
of activities during the implementation of the 
national program “Digital Economy of the 
Russian Federation” and adopted strategies of 
digital transformation of regions. Since 2017, 
the statistical database has been improved and 
indicators for measuring digital effects have 
been introduced.

A greater interest for the study is the fixed-
effect model, as it is applied to the general 
aggregate objects (regions) and explains the 
dependent variable (

ijkK ) of the general average, 
the differentiated effects of the effects of factors 

and their combination. Changes develop 
repeatedly in different places through different 
periods. A fixed variable model describes 
estimates of individual effects, which are 
variable coefficients. Effects are defined using 
a basic model:

( )
1 1 2 2

3 3 ,

�ijk i

n n ijkij

K const K K

K K

= + µ + α + β + β +

+ β +…+ β + αβ + ε

where µ  — total average; iα , 
jβ  —  effect 

(fixed or random) on the i- levels of influence 
of factors; ( )ij

αβ  —  effect of their interaction; 
ijkε  —  residues in normally distributed model.

ReGioNal eCoNoMiC seRViCes 
DISBALANS: THE IMPACT 

OF THE COVID-19 PANDEMIC
The share of the services sector in the Russian 
economy has a special significance, starting 
from 2019 there is a gradual growth in the 
structure of the GRP. Services accounted for 
43% in 2017 and 44.3% in 2020. Investments in 
the range of activities of service organizations 
are presented in Fig. 1.

The increase in the share of services is due 
to the impact of COVID-19, which is caused 
by a decline in production and increased 
investment in digital hardware and video 
communication programs for the provision 
of services in remote format. The service 
sector recovered at a faster rate than industry 
during the pandemic. The largest share of 
investments in digitalization is recorded in 
the sector of communications organizations, 
and since 2019, it has grown significantly. 
Growth is attributable to the importance of 
the telecommunications sector for digital 
transformation and the functioning of all 
subsystems of the economy.

The second largest investment sector is 
financial and insurance, with the growth 
rate of digitalization in 2020–2021 higher 
than in other sectors. This fact is due to the 
development of online-services, allowing 
obtaining part of the services without 
physical visit to the offices of banks and 
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insurance companies. At the third place in 
the share of investments —  organization of 
science and technology activities and public 
services. The growth of investment in the 
digitization of the public sector is linked to 
the increased demand for services —  receiving 
incentives, social payments and vaccination 
certificates. During the pandemic, healthcare, 
transportation and tourism organizations 
were significantly affected, and remote 
technologies compensated for the losses.

Onl ine  consult ing, pharmaceutical 
applications, diagnosis and testing of 
COVID-19 have increased in healthcare. In 
education, investments are aimed at projects 
on the recording of personal data, the creation 
of electronic textbooks, the digitization of 
plans and the widespread use of distance 
learning methods. At the same time, despite 
the high demand, less investment has been 
directed to the digitization of healthcare 
facilities, their digital technologies. In 
addition, the f inancing of  the digital 
infrastructure of cultural institutions, libraries, 
and museums is at a low level, which leads 

to a low level of digitalization in this area, 
including due to significant restrictions on the 
functioning of these institutions in 2020.

Fig . 2  shows an assessment  of  the 
relationship between investment in digital 
technologies in the services sector and the 
quality of life of the population of the regions.

The interrelationship of the factors studied 
is at an average level with a correlation 
coefficient of 0.44, indicating the high 
differentiation of digitalization of the 
regions. The large gap between Moscow and 
St. Petersburg as centers of digital standard 
of living, from other regions is due to the 
effect of programs of development of health 
care, electronic history of illness, high 
level of digitization of education programs, 
digitalization of materials with cultural 
value, online services in tourism. In Moscow, 
the “Smart City —  2030” project is currently 
performed, which provides a wide range of 
chances for digital economy training and 
urban planning optimization.

The uniqueness of digital agglomerations is 
associated with the creation of growth points 

 
Fig. 1. investments in iCt of service organizations (according to Russia) for 2017–2021
Source: Compiled by the authors.
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and the development of system projects that 
become a transfer for application throughout 
Russia and are designed to improve the 
welfare of the population in other regions. 
Four types of regions have been identified 
based on quality of life indicators and the 
amount of investment (Table 1).

A group of regions with a high quality of 
life includes regions that serve as centers of 
service promotion. Regions with low quality 
of life mainly include actors with national 
and cultural characteristics, as well as low 
levels of service development. Investments in 
service digitization are higher in high quality 
of life regions due to high levels of economic 
development. The differences are a result 
of regional infrastructure and the context 
of institutions. Despite low investment in 
ICT and software for service companies, the 
Republic of Tuva has the lowest population 
rating of quality of l ife, owing to the 
insuffi cient initial contribution of programs 
to improving life quality. Unequal investment 

in service digitization across regions may have 
negative socioeconomic effects.

IMPACT OF INVESTMENTS
iN the diGitaliZatioN oF seRViCe 

oRGaNiZatioNs oN WelFaRe 
iNdiCatoRs

Investing in the digitalization of service 
organizations contributes to both increased 
service volumes and improved service quality. 
To examine the impact of digitalization 
investments, a correlation matrix has 
been developed, identifying the type of 
relationship between investments and 
population welfare indicators for Russia’s 
regions in 2021 (Table 2).

Investments in digital technology are 
responsible for  an increase in health, 
education, postal, and courier services; 
t h e  p a n d e m i c  p e r i o d  i n c r e a s e d  t h i s 
trend significantly by creating a need 
for  soc ia l  separat ion. The  growth  of 
telecommunications services is linked 

Fig. 2. scatterplot for assessing the Correlation between investment in iCt of service organizations and 
the Rating of Quality of life in the Region
Source:  Compiled by the authors.
Note: The city of Moscow, which has the highest amount of investment in the ICT sector, is excluded due to strong differences from 

other regions.

ь; 
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to the need to support other services in 
online form. The high level of correlation 
between the volume of investments in ICT 
of educational organizations and variables 
(number of computers, volume of services, 
including telecommunications) is due to the 
increased level of technical and information 
equipment and computer literacy of the 
population. Professors’ involvement in 
remote training programs was made possible 
by investments in the digitalization of 
education.

There is a strong link between investment 
in digitalization of services and population 
savings, which is caused by the improvement 

of the quality of financial services of banks 
through online applications and the desire 
of the population to accumulate funds rather 
than spend on consumption during economic 
crises. The economic return from investments 
in the digitalization of the financial sector is 
demonstrated by the correlation factor with 
the share of the finance sector in the structure 
of the GDP —  0.65. Investments in financial 
institutions’ ICTs lead to improved software 
for accessibility of financial and insurance 
instruments. This will contribute to increased 
deposits of individuals, as well as increased 
demand for health services through insurance. 
Simultaneously, demand for electronic 

Table 1
Typology of Regions in Terms of the Quality of Life of the Population and Investments in the 

digitalization of service organizations for 2021

type of region by 
quality of life Region examples

average level of investment 
in iCt and software in the 
service sector, thousand 

rubles.

average level of quality 
of life of the population

With high Moscow, St. Petersburg, Moscow Region 188081867 79.62

Elevated

Republic of Tatarstan, Belgorod region, 
Krasnodar region, Voronezh region, 

Khanty-Mansiysky district, Kaliningrad 
region, Lipetsk region, etc.

6756234.8 56.91

Average

Kamchatka region, Ryazan region, 
Republic of Bashkortostan, Khabarovsk 

region, Yaroslavl region, Vladimir region, 
Ulyanovsk region, Orenburg region, Orel 

region, Primorsky region, etc.

2982218.6 42.22

Low

Republic of Kalmykia, Kabardino-Balkar 
Republic, Republic of Ingushetia, Kurgan 

region, Republic of Altai, Republic of 
Buryatia, Jewish Autonomous Region, 

etc.

1389574 28.57

Source: Compiled by the authors.
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Table 2
Ranking Pearson’s Correlation Coefficients According to the Degree of Significance of the Factor 

Dependence of Investments and Indicators of the Well-Being of the Population

Investments in fixed capital of ICT and software of large and 
medium-sized organizations in the field:

Variable services
financial and 

insurance 
sector

public 
administration healthcare education

Factors reflecting the relationship between variables
Volume of deposits of individuals in banks 0.969** 0.946** 0.958** 0.916** 0.969**
Number of personal computers 0.921** 0.889** 0.910** 0.933** 0.974**
Number of registered diseases in patients diagnosed 
for the first time in their lives, un.

0.904** 0.870** 0.892** 0.927** 0.958**

Amount of medical services provided 0.938** 0.910** 0.930** 0.929** 0.958**
Volume of educational services 0.931** 0.903** 0.921** 0.935** 0.958**
Volume of telecommunication services 0.930** 0.898** 0.918** 0.936** 0.974**
Postal and courier services 0.909** 0.879** 0.903** 0.913** 0.951**
Resident population of the region 0.719** 0.670** 0.712** 0.877** 0.848**

Volume of deposits of individuals in banks per capita 0.656** 0.630** 0.648** 0.630** 0.709**

Share of financial sector and insurance in GRP 0.674** 0.653** 0.646** 0.696** 0.672**
Factors reflecting low or no dependence

Number of educational staff participating in 
additional general education programmes

0.349** 0.290** 0.347** 0.596** 0.586**

Retail turnover per capita 0.441** 0.409** 0.445** 0.534** 0.561**
Migration growth –0.593** –0.594** –0.570** –0.475** –0.506**
Average monthly nominal wage per employee per 
full range of organizations

0.303** 0.297** 0.308** 0.241* 0.353**

Ratio of monetary income of the population to the 
value of a fixed set of consumer goods and services

0.285** 0.263** 0.241** 0.262** 0.349**

Number of Internet users per 100 inhabitants 0.238* 0.220* 0.265* 0.240* 0.349**

Natural population growth –0.247* –0.206 –0.220* –0.440** –0.322**

Life expectancy at birth (annual rate) 0.272* 0.264* 0.269* 0.266* 0.298**

Unemployment rate –0.148 –0.123 –0.142 –0.278** –0.254*

Share of health and social services in GRP –0.139 –0.126 –0.145 –0.197 –0.231*

GRP per capita 0.117 0.118 0.117 0.045 0.158
Labour productivity index 0.014 0.027 0.043 –0.079 –0.086

Expenditure of the population on goods and services –0.062 –0.077 –0.061 0.111 –0.021

Source: Compiled by the authors.
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Table 3
dynamic spatial Model of the dependence of investments in iCt organizations in the service sector 

and Variables that determine the level of Well-being of Russian Regions

Factor / Variable

Model 1 Model 2 Model 3

investments in 
digitalization 

of service 
organizations

t
(p)

investments in 
digitalization 

of service 
organizations

t
(p)

investments in 
digitalization 

of service 
organizations

t
(p)

Сonstant
0.000001

(0)
0

(0)
0

(0)
0

(0)
0

(0)
0

(0)
Resident population of the 
region

–12.1
(1.01)

–12
(0)

– – – –

Number of personal computers
60.91

(13.34)
4.57
(0)

87.22
(15.64)

5.58
(0)

83
(8.77)

9.46
(0)

Volume of deposits of 
individuals in banks

5.57
(0.5)

11.24
(0)

5.11
(0.57)

9.08
(0)

6.66
(0.51)

12.97
(0)

Postal and courier services
12.77
(1.84)

6.95
(0)

12.22
(1.88)

6.52
(0)

– –

Telecommunication volume
–0.44
(0.11)

–4.05
(0)

–0.89
(0.11)

–7.94
(0)

–1.39
(0.08)

–18
(0)

Number of educational staff 
participating in additional 
general education programmes

– –
–1185
(132)

–9
(0)

– –

Natural population growth – –
589
(96)

6.13
(0)

– –

Migration growth – –
8025

(1974)
4.07
(0)

– –

Retail turnover per capita – –
–18.22
(8.32)

–2.19
(0.03)

– –

Number of registered diseases in 
patients diagnosed for the first 
time in life

– – – –
–22.44
(2.46)

–9.1
(0)

Volume of medical services 
provided

– – – –
1.17

(0.05)
21.57

(0)
Repeated measurements 
(dispersion)

– – – -

-2 Log- credibility 11965 12018 11878
Akaike information criterion 
(AIC)

11981 12040 11894

Hurwicz —  Cai criterion (AICC) 11982 12040 11894
Bozdogan criterion (CAIC) 12020 12093 11932
Bayesian information criterion 
(BIC)

12012 12082 11924

Source: Compiled by the authors.
Note: Standard errors are indicated in parentheses. The level of significance is indicated in parentheses for the t-statistic 

(at p < 0,05 the factor is significant). The dependent variable may be repeated in the period 2017–2020. In F-statistics, all 

models have the inequality Fнабл > Fкр at a 5% significance level and the corresponding number of degrees of freedom.
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banking services and financial literacy of the 
population is increasing.

There is a low level of correlation between 
the volume of investment in ICT in different 
fields and financial indicators of welfare —  
average monthly wages, retail trade turnover, 
GDP per capita —  which is due to the direction 

of investment, and which is not to increase 
the number of services, but to improve their 
availability and quality. The purchasing power 
of the population in most regions remained 
unchanged during the period under review, 
and investments in digitization did not affect 
the growth of the people’s monetary income.

Table 4
Models for the Types of Regions Identified Depending on the Quality of Life Rating

Factor Variable

Model for a type of region with a 
high level of quality of life

Model for a type with an 
average level of quality of life

investments in 
digitalization of service 

organizations

t
(p)

investments in 
digitalization of 

service organizations

t
(p)

Constant
0.000000

(0)
0

(0)
– –

Number of personal computers
192.22
(8.15)

8.17
(0)

– –

Amount of medical services provided
1.43

(0.18)
7.87
(0)

– –

Number of registered diseases in patients 
diagnosed for the first time

–30.07
(9.85)

–3.05
(0.013)

– –

Volume of deposits of individuals in banks – –
0.97

(0.08)
11.96

(0)

Postal and courier services – –
1.78

(0.31)
5.72
(0)

Migration growth – –
4509.8

(1087.95)
4.14
(0)

Property purchase expenses – –
–109168.44
(48291.51)

–2.26
(0.03)

-2 Log- credibility 441 5835

Akaike information criterion (AIC) 453 5865

Hurwicz —  Cai criterion (AICC) 469.8 5868

Bozdogan criterion (CAIC) 461.9 5929

Bayesian information criterion (BIC) 455.9 5914

Source: Compiled by the authors.
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To assess the impact of factors on the 
welfare of the population, a model of panel 
data with fixed effects (objects —  85 regions 
of Russia) based on a step-by-step selection 
of factors to determine the significance of the 
model was developed (Table 3).

The models are compared by quality level: 
the lower the value of the criteria (AIC, AICC, 
CAIC, BIC), the more adequate the model 
is to assess the spatial-time relationship 
between variables. The resulting values of 
significance p indicate the high significance 
of coefficients in models. The third model, 
which describes the return of investments 
in the digitalization of the services sector, 
expressed in increasing the provision of 
digital infrastructure (personal computers), 
the financial capacity of the population 
of the region to accumulate funds, the 
increase in the volume of health services, 
is the lowest in statistical estimates. At 
the same time, the inverse relationship of 
investment is observed with the volume of 
communications services that are decreasing 
in those regions where the investment in 
the digitalization of service organizations 
is higher, as well as with the number of 
registered diseases.

T h e  f i r s t  m o d e l  d e m o n s t r a t e s  t h e 
relationship between savings growth, the 
population (service consumers), postal 
s e r v i c e s ,  t e l e c o m m u n i c a t i o n s ,  a n d 
investments in service organizations’ 
digitalization. In the second model, in addition 
to the factors listed, there is the reverse effect 

of investments on the number of teaching 
staff, which can indicate the replacement 
of labor with digital capital in the field of 
education. At the same time, investments in 
the digitization of service organizations are 
noted in regions with migration and natural 
growth, i. e. with a high level of welfare. Since 
there is differentiation between regions, 
models with high and medium quality of life 
have been developed, including most of the 
regions (Table 4).

In terms of quality, the first  model 
(Table 4) has the best statistical indicators, 
indicating the high correlation of investment 
in digitalization in economically prosperous 
reg ions  with  indicators  o f  computer 
equipment, the volume of health services, and 
the number of illnesses identified (reverse 
dependence). For regions with average 
quality of life, the inflow of investment 
in digitalization explains the increased 
savings capacity of the population and the 
decreased expenditure on the purchase of 
real estate, the volume of postal services, and 
the increase in migration. More developed 
regions provide more favorable employment 
conditions; therefore, the introduction of 
distant employment may slow the population 
flow from areas that are less developed. On the 
other hand, distant employment can increase 
the burden on workers and reduce their quality 
of life. The services sector’s digitalization 
makes public goods readily available and 
satisfies social requirements, resulting in 
improved living and working conditions.
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The subject of the study is ESG factors (Environment, Social, Government) and their inclusion in the value of Russian 
companies. The purpose of the paper is to reveal the theoretical and methodological aspects of taking into account ESG 
factors when assessing the value of companies. The relevance of the study is determined by the influence of the ESG 
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growth rates); building a financial model for assessing the value of companies taking into account ESG factors. Methods: 
general scientific methods (comparative analysis, generalization, formalization) and empirical (observation, comparison, 
modeling). The DCF (discounted cash flow) approach was proposed as the main method for assessing the value of a 
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a cost management tool. An analysis of scientific and theoretical points of view and methodological approaches to 
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assessment of the company’s value were identified, and a financial model for assessing the value of the company taking 
into account ESG factors was proposed. The model for assessing the impact of ESG on cash flow generation elements was 
tested using the example of PJSC Polymetal. It is concluded that the ESG assessment of a company’s value is influenced 
by both external factors (international regulation, country specifics, industry specifics) and internal ones (specifics of the 
capital structure, specifics of production). The developed financial model for assessing the value of a company makes 
it possible to take into account ESG factors in the output forms of reporting: balance sheet, profit and loss statement, 
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the process of assessing the degree of influence of ESG factors on the cost of equity capital, potential investors and 
appraisers.
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iNtRodUCtioN
In the current conditions of geopolitical 
change, there is a slowing of the movement 
towards sustainable development and a 
suspension of the solution to this problem 
in Russia. However, as A. Sharonov notes, 
eve n  a f t e r  r e o r i e n t i n g  t o  A s i a n  a n d 
Middle Eastern markets, Russia remains 
subject to stringent ESG requirements.1 
For this reason, Russian companies are 
forced to continue to adapt global ESG 
practices to the national market. Among 
the most important factors in determining 
the necessity of the ESG agenda are the 
following: a reduction in the number of 
investments in companies with low ESG 
ratings; consideration of companies’ ESG 
ratings when lending to banks; and the 
possible impact of ESG  factors on the 
company’s valuation.

The research was done in accordance 
with the initial hypothesis on the impact of 
ESG factors and the possibility of including 
them in the valuation of Russian companies. 
The purpose of the study is to reveal the 
theoretical and methodological aspects of 
ESG factors in the valuation of companies. 
In order to achieve this goal, tasks related 
to the analysis of theoretical studies of 
the impact of ESG factors on the value of 
companies were consistently addressed; 
identifying the significant factors affecting 
the  ESG  va luat ion;  and developing  a 
f inancia l  model  for  the  va luat ion  of 
companies taking into account ESG factors.

theoRetiCal 
PROBLEMS 

OF RESEARCHING
The scientific literature presents a large 
number of works devoted to the research of 
the impact of ESG factors on the activities 
of companies.

1 What will happen to the Russian ESG agenda in the new 
conditions. URL: https://news.ecoindustry.ru/2022/10/
chto-budet-s-rossijskoj-esg-povestkoj-v-novyh-usloviyah/ 
(accessed on 16.02.2023).

S. Wu et al. explored the relationship 
b e t w e e n  E S G  f a c t o r s  a n d  t h e  v a l u e 
o f  C h i n e s e  p r o d u c t i o n  c o m p a n i e s 
l isted on the stock exchange. Authors 
have concluded that ESG  efficiency is 
important for increasing the value of the 
company, management responsibility and 
institutional responsibility have a positive 
and significant impact on the company’s 
value [1].

M. Aydoğmuş et al. studied the impact 
of environment, social and governance 
i n d i c a t o r s  ( E S G )  o n  t h e  v a l u e  a n d 
profitability of a company. As a result, they 
concluded that the total combined ESG 
score was positively and significantly linked 
to the value of the company [2].

E. Saygili et al. examined the impact 
of environment, social and governance 
(ESG)  practices on corporate financial 
performance (CFP) in Turkish companies 
listed on the stock exchange. The results 
of the study showed the negative impact 
of  environmental  d isc losure  on  CFP . 
Provisions relating to shareholders’ rights 
and the board of directors have a positive 
impact on CFP in terms of governance [3].

G. H. Ionescu et  a l . found that  the 
management factor had the most important 
influence on the market value of companies 
regardless of the geographical region in 
which they were located [4].

G. Cohen analyzed the relationship 
between ESG sustainability indicators and 
company’ ratings [5].

D. Ikbaev’s study argues that companies 
with thoughtful proposals in the field 
o f  e n v i r o n m e n t a l  p r ot e c t i o n , s o c i a l 
development and corporate governance 
( E S G )  c a n  c r e a t e  h i g h e r  v a l u e  f o r 
shareholders and for society as a whole.2

V.  V.  A l e k s a n d r o v  o n  t h e  b a s i s  o f 
e c o n o m e t r i c  m o d e l s  s h o w e d  l i n e a r 

2 Ikbaev D. How to increase the value of a company with ESG. 
Five leverages through which ESG factors affect company 
value and cash flows. URL: https://kapital.kz/experts/96039/
kak-uvelichit-stoimost-kompanii-s-pomoshch-yu-esg.html 
(accessed on 16.02.2023).
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dependency, as well as the degree of impact 
of ESG rating of oil and gas companies on 
capitalization indicators [6].

Research of the University of Perugia 
based on ESG rating data of Sustainable 
Corporate  Governance 2020 and 2021 
confirms the positive link between the level 
of sustainable corporate governance and the 
financial performance of the company.3

D. Yu. Zakhmatov and G. Sh. Valitov 
examined the relationship between the 
market value of Russian companies from 
different industries and their financial and 
non-financial information for the period 
2018–2021. In the course of research, a 
reverse relationship was identified between 
the company’s market capitalization and 
effective ESG policy [7].

А . V. B a b k i n  a n d  Е .  D.  M a l ev s k a i a -
Malevich found that securities of companies 
with high ESG ratings have increased 
investment attractiveness in the course 
of Socially Responsible Investment (SRI) 
because they act in synchronously with new 
development prospects [8].

D. V. Ovechkin found that ESG goals 
are not always in confl ict  with profit 
maximization, and that companies with 
high ESG ratings tend to be more profitable 
[9].

T h e  i m p a c t  o f  E S G  f a c t o r s  o n  t h e 
f i n a n c i a l  p o s i t i o n  a n d  i n v e s t m e n t 
attractiveness  of  companies  was also 
considered by N. N. Shash, N. D. Dosaeva 
[10], I. S. Belik, А. S. Dutsinin, N. L. Nikulina 
[ 1 1 ] ,  G .  F r i e d e ,  T.  B u s c h ,  A .  B a s s e n 
[12], S. S. Galazova [13], I. N. Tkachenko, 
L. А . Ramenskaya  [14 ] , Y. Abdi , X . L i , 
X. Càmara-Turull [15], S. V. Kibovskaya, 
К. P. Malikova, N. V. Emelyanova, О. А. Kurda 
[16] etc.

A discounted cash flow approach is 
used in the great majority of studies on 

3 Corporate governance in the context of ESG: a new 
understanding of sustainability. Moscow, 2021. 31 p. URL: http://
corptransparency.ru/documents/corporate-governance-in-
the-context-of-esg.pdf (accessed on 28.02.2023).

measuring the influence of the ESG factor 
on value creation aspects [17–22].

I n  p r a c t i ce , a m o n g  t h e  m a n y  E S G 
indicators, those that have a significant 
impact  on  the  per formance  and  cost 
of  companies  are  updated. Thus, the 
consulting company McKinsey&Company 
concludes that the five ESG  factors are 
the most  effect ive. 4 According to  the 
paper’s authors, when determining key 
elements affecting the company’s ESG 
value estimates, they should be classified 
into  two groups:  unmanaged  factors 
are external, and controlled factors are 
internal. External factors are linked to the 
following:

– international regulation, which includes 
the regulatory requirements of foreign 
governmental bodies and international 
non-governmental organizations. In this 
context, companies are forced to comply 
with the norms and principles of conducting 
business in international markets, which 
is especially relevant for export-oriented 
Russian companies and/or with production 
outside Russia;

– country characteristics. This aspect 
requires  us  to consider  the rules  and 
restrictions of doing business in a specific 
s t a t e ,  s u c h  a s  r e g u l a t o r y  a n d  l e g a l 
requirements, tax and environmental 
regulations, etc. Furthermore, this group 
considers non-financial factors such as 
the region’s poor environmental situation, 
social destitution, reaction to the state’s 
foreign policy, etc.;

– industry specificity. The factor is decisive 
in the ESG rating of the company, as for 
some industries, the most important issue 
in the subject of ESG is the environment 
and the company’s contribution to the 
socio-economic development of the region 
of presence, for others with low capital 

4 Getting the most out of your sustainability program // 
McKinsey&Company, 2015. URL: https://www.mckinsey.com/
industries/retail/our-insights/getting-the-most-out-of-your-
sustainability-program (accessed on16.02.2023).
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intensity, —  corporate governance, the 
degree of social responsibility.

Internal factors:
–  s p e c i f i c s  o f  c a p i t a l  s t r u c t u r e . 

Co n s i d e r a t i o n  o f  t h i s  f a c t o r  i n  E S G 
estimates of company value is key. Thus, 
the  G- factor  r i ses  as  a  resu l t  o f  the 
borrowed-to-own capital ratio, because, on 
the one hand, the presence of an important 
percentage of loan financing promotes 
companies to become more transparent, 
respect to anti-corruption rules, implement 
frequent auditing practices etc. On the 
other hand, a study of one of the largest 
consulting companies MSCI 5 shows that 
more advanced ESG companies on average 

“saving” on the value of equity by almost 
1%, and on the cost of borrowing —  1.5%. At 
the same time, the most significant increase 
in profits occurs in companies with poor 
ESG performance, as the improvement of 
their ESG activity causes a decrease in the 
interest rate on loans and the required rate 
of return on investments in shares, thereby 
reducing the cost  of  debt service and 
increasing their market value;

– specif ics of production. Factors reflect 
the features of the company’s functioning, 
the parameters  of  the organizational 
structure, and the relationship between 
employees (communication, corporate 
culture, etc.).

MateRials aNd Methods 
OF RESEARCH

Traditionally, the basis of the financial 
approach to estimating the value of a firm 
is the analysis of discounted cash flows 
(further —DCF). Its fundamental purpose 
is to evaluate the cash flows available for 
distribution among the main stakeholders 
(shareholders and creditors) in real time 
and adapt the calculated money flows to the 
level of risk.

5 ESG and the cost of capital. MSCI, 2020. URL: https://
www.msci.com/www/blog-posts/esg-and-the-cost-of-
capital/01726513589 (accessed on 21.02.2023).

The advantage of the DCF model is not 
only in estimating the company’s value in 
the current and forecast periods, but also as 
a tool for managing the value of the firm, 
as it works at all levels of the management 
process: formulation of strategy, setting 
o f  t a r g e t  s t a n d a r d s , o r g a n i z a t i o n  o f 
promotional systems and evaluation of 
performance. For this reason, this approach 
is used in the work of assessing the impact 
of  ESG  factors  on key  value  creat ion 
elements, which means such elements of 
the DCF model as cash flows, discount rate 
and project lifetime.

According to the DCF  approach, the 
valuation of the company for shareholders 
is made using the following expression:

 ( )
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where EV —  enterprise value; FCFE —  cash 
flows for shareholders; re —  discount rate 
r e f l e c t i n g  t h e  v a l u e  o f  e q u i t y  ( e .  g . 
calculated using the CAPM model); g  —  
average rate of revenue growth in the post-
forecast period; t —  discount period; n —  
number of discount periods.

The CAPM  model, developed in the 
1960s by W. Sharpe [23], J. Lintner [24] and 
J. Treynor [25], is the most common.

The estimated value of the company for 
all capital suppliers is determined by the 
expression (2):
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where FCFF  —  cash flows for all capital 
holders; WACC —  weighted average value of 
capital.

ResUlts 
oF the ReseaRCh

A scheme to assess the impact of ESG factors 
on value elements has been developed, the 
order of which is presented in Fig. 1.
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T h e  e v a l u a t i o n  o f  t h e  s c h e m e  i s 
based on the principles of substantiality, 
comparability and measurability.

According to the ESG factor influence 
scheme (Fig. 1), the first level confirms the 
importance of external and internal factors 
influencing the company’s ESG valuation.

In the second phase, compare the ESG 
performance of the company with that 
of international competitors, identifying 
best practices in this field. The analytics 
database is constructed directly from the 
non-financial reports of international 
corporations, as well as aggregated data 

provided by significant news organizations. 
In the future, industry and international 
a v e r a g e s  w i l l  b e  c a l c u l a t e d ,  a n d  a 
regression analysis with financial indicators, 
specifically FCFF, will be performed. An 
investigation of the state of circumstances 
in the ESG sphere at the national level is 
being carried out in the second phase (Fig. 
1). In terms of the importance of the results 
obtained, this analysis is comparable to 
international competitors, since creditors, 
institutional and private investors are 
considering alternatives in the national 
market.

Internal External 

Identification of significant factors affecting ESG assessments 

International 
regulation 

Country 
characteristics 

Industry 
specificity 

Specifics of 
production 

Specifics of 
capital structure  

Analysis of the ESG sphere 

Comparison with 
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Comparison with 
requirements and 

norms  

Comparison with 
previous periods  

Assessment of the impact of ESG factors on the elements of value  
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Fig. 1. General scheme of the impact of the esG Factor on the Value of the Company
Source: Compiled by the authors.
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Fig. 2. Scheme of Potential Assessment of the Impact of ESG on the Discount Factor
Source: Compiled by the authors.
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the market for a longer 
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Fig. 3. Scheme of the Impact of ESG Factors on Cash Flows and Financial Model of PJSC Polymetal 
Source: Compiled by the authors. 
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Fig. 3. Scheme of the Impact of ESG Factors on Cash Flows and Financial Model of PJSC Polymetal
Source: Compiled by the authors.
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Table
Characteristics of ESG-Indicators (PJSC Polymetal)

elements of 
FCFF formation esG indicators the format of the impact on cost elements

Revenue

Greenhouse gas emissions Some buyers may refuse to buy from excessively polluting suppliers

Training hours per employee
By investing in the professional growth of its employees, the company 
increases revenue through competent analytics, improved production 
efficiency and increased staff productivity

Fixed costs

Greenhouse gas emissions
Attracting climate-related special loans, reflected in the increased cost 
of servicing such debts

Training hours per employee
By increasing employee competence, the company increases the 
possibility of discovering new methods of production optimization and 
cost savings.

Number of internal audit Internal checks help to detect ineffective disruptions and reduce them

Variable costs

Percentage of water reused
The company can reduce operating costs for the purchase (mining) of 
new similar materials

Percentage of recycled waste
By reusing already spent resources, the company can reduce operating 
costs for the purchase (mining) of new similar materials

Number of lost workdays due to 
disability

The company is forced to incur additional costs for disability 
compensation and has alternative costs when the injured employee is 
not useful

Training hours per employee
By increasing the competence of the employee, the company hopes to 
find ways to improve the efficiency of the use of operating resources

Procurement from local 
suppliers

The company saves on transportation costs and uses the possibility of 
discount for purchases

Number of internal audit
Internal auditor will help to find inefficient “meta” of the use of 
operating funds

Depreciation
Greenhouse gas emissions

Deductions for additional depreciation due to the adoption of ecologic 
equipment and technology

Percentage of water reused
Introduction of water management equipment/technologies in water 
management projects is reflected in the annual report*

Capital costs
Greenhouse gas emissions

Increase in capital expenditures for acquisition and/or construction of 
treatment plants, upgrading of equipment, renewable energy sources

Percentage of water reused Capital investments in water projects as reflected in the annual report *

Operating 
capital

Percentage of recycled waste
An increase in recycling decreases the requirement for additional 
material purchases, lowering operating costs while preserving or 
increasing production

Source: Compiled by the authors.

Note: * Integrated Annual Report of PJSC Polymetal for 2021. URL: file:///C:/Users/qwer/Downloads/Polymetal_integrated-

report-2021%20(1).pdf (accessed on 25.01.2023).
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Also in the second phase, the requirements 
and norms put forward by the main capital 
suppliers (creditors, institutional investors) 
to specific industries (mining, oil and gas 
industry, banking) are analysed.

The dynamic analysis of indicators carried 
out in the second phase is implemented 
i n  t h e  s t u d y  o f  a l m o s t  a l l  e co n o m i c 
phenomena, including ESG . An idea of 
how the company develops in the ESG 
sphere allows it to establish the change 
in its indicators, to link the direction of 
the dynamics of the development of ESG 
indicators  with internal  and external 
processes, identify  gaps, and to form 
recommendations to improve its position in 
this field.

In the third phase, according to the 
scheme (Fig. 1), the description of valuation 
indicators and the nature of their impact on 
value creation elements are carried out.

In the fourth phase, a financial model of 
the impact of ESG factors on value creation 
elements is formed on the evaluation of 
the use of the DCF approach (Fig. 1). The 
financial model identifies three types of 
reporting: balance sheet, profit and loss 
report, and cash flow report.

The scheme for integrating ESG into the 
company’s valuation is presented in Fig. 2. 
ESG factor accounting is carried out through 
a premium or discount when assessing 
the company’s net worth according to the 
CAPM  model, since it demonstrates the 
firm’s position in the field of sustainable 
development.

                 ( )�green equity f m f greenr r r r r= + β − + ,  (3)

where rgreen equity —  cost of net worth with ESG 
factor; rf —  risk-free rate of return; rm —  
market returns; β —  beta-coefficient of a 
specific share; rgeen —  net worth premium 
for low ESG ratings or discount for high 
ESG ratings and investor’s willingness to 
provide a discount on company’s successes 
in ESG.

In this case, the “green disccount” (rgreen) 

is valued by the method of estimating the 
value of intangible assets or an integral 
goodwill. The latter is an excess of the 
market  value of  net  assets  over  their 
balance value. In order to obtain the “green 
discount” of the company, it is necessary 
to combine additional costs in the form of 
capital investments in treatment plants, 
filters, etc., and operating costs for the 
conduct of ESG  events, the purchase of 
more environmentally friendly materials, 
etc.

All these additional costs affect the 
elements  of  cash f low generat ion, in 
particular Capex (capital costs), NWC (net 
operating capital) and DA (calculated wear 
and depreciation).

ESG  factors  a lso  af fect  the  cost  of 
borrowing, as they can increase cash flows 
from capital providers, because they reduce 
the value of loan financing through various 
preferential programs, special credit lines, 
and discounts from banks to ESG advised 
companies.

APPLICATION OF RESuLTS  
ON THE EXAMPLE  

OF PJSC “POLYMETAL”
Polymetal is a public joint-stock company 
operating in Russia and Kazakhstan. Active 
implementation of GRI standards since 2014, 
disclosure according to the Sustainability 
Accounting Standards Board (SASB), and 
from 2021 to publish information on the 
recommendations of the Task Force on 
Climate Related Financial Disclosures 
(TCFD).

In the scheme shown in Fig. 3, the first 
three columns show the area and indicators 
selected by groups of ESG factors affecting 
the elements of cash flows. The description 
of ESG indicators relevant to the company 
and the nature of their impact are given in 
Table.

The fourth and fifth pillars reproduce the 
links between the value creation elements 
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of the company and the financial model 
and reflect  their  impact on reporting 
(information important to investors and 
traders).

CoNClUsioN
A four-stage general scheme was developed 
to assess the impact of ESG factors on value 
elements:

1) justification of the importance of 
external and internal factors on the ESG 
value estimates of the company;

2) analysis of the state of the ESG sphere;
3) assessment of the impact of  ESG 

factors on the elements of value creation;
4) construction of a financial model of 

valuation of companies with an ESG factor.
The scheme of the impact of ESG factors 

on the elements of cash flow generation was 
tested on the example of PJSC “Polymetal”.

The conclusion is that by increasing 

its position in the ESG field, the company 
decreases the risks of  doing business, 
working with unreliable counterparties, 
having tax inspection problems, etc. At 
the same time, investors assume that the 
company is focused on long-term growth by 
such actions, so the investment in it is more 
likely to pay off compared to ESG neutral 
companies. In this situation, the value of 
borrowed capital decreases due to increased 
cash flows that can be directed towards debt 
repayment and reduced risks.

The research provided in  this  case 
will help to establish a comprehensive 
methodology for assessing the impact of 
ESG factors not only on the company’s value, 
but also on its investment attractiveness. 
Companies can use the results  of  the 
research to develop management strategies 
to help them progress toward sustainable 
development.
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iNtRodUCtioN
With the advent of new technologies and devices, more 
and more electronics are produced around the world every 
year. The UNITAR estimates that more than 50 million 
tons of e-waste are generated worldwide every year, and 
this volume continues to grow. This is a serious problem 
because e-waste, or “e-waste”, can contain harmful 
chemicals such as lead, cadmium and mercury, which 
pose a threat to the environment and human health [1].

With electronics becoming an increasingly 
integral part of our lives, it is necessary to take 
measures to manage and recycle e-waste. In this 
context, various countries are developing and 

implementing laws and policies for the collection, 
recycling and disposal of e-waste in order to 
minimize their negative impact on the environment 
and public health [2, 3].

The paper has novel points: (1) to identify the 
essence of competitiveness of waste management; 
(2) to consider the types of competitiveness of waste 
management in banks; (3) to evaluate the impact of 
blockchain technology on the competitiveness of waste 
management in banks; (4) Evaluate the competitiveness 
of waste management in banks.

The object of the paper is current waste management 
activities in banks. The subject of the work is the 
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improvement of blockchain technology while increasing 
the competitiveness of waste management in banks.

The main research methods in the work include: 
comparison of indicators, data analysis, generalization, 
and horizontal and vertical analysis. This study uses 
annual time series data covering the period from 2013–
2021 [4–6].

The paper proves the need to recycle such waste 
in banks, which is the most environmentally friendly 
option compared to incineration.

liteRatURe ReVieW
These indicators help banks determine the success of 
applying their chosen strategy in their work, determine 
their leading positions, identify areas for improving 
certain aspects of their work, and assess the bank’s role 
in the energy system [7–10].

The main strategies used in banks include the 
following: integrated growth strategy; diversification 
strategy; risk management strategy; and asset 
management strategy. Thus, based on the presented 
subgroups of quantitative indicators that affect the 
work of banks, it can be noted that there are various 
coefficients that assess the current position of the bank 
[11–14].

In the competitiveness of waste management, it is 
customary to define the main advantage, which is the 
loyal provision of waste management for the client, 
which implies a low cost [15–19]. All the advantages 
of competitive waste management discussed above 
allow us to conclude that the bank strives to consider 
the financial situation of its clients, their lifestyle, and 
their preferences in relation to waste management, 
and should also be of particular value to its clients. 
Nevertheless, banks need to pay attention to various 
areas of activity, namely: marketing activities of the 
bank; financial activity of the bank; technologies of 
working in the bank; HR work in the bank. Together, 
managing these areas allows you to gain additional 
competitive advantages and be competitive in 
comparison with other banks. It can be noted that the 
bank that has received all the opportunities to maintain 
its competitive position becomes absolutely competitive. 
In the current conditions, the competitiveness of a bank 
should be carried out in conjunction with improving 
the competitiveness of waste management, since these 
processes are influenced by the same factors [20, 21].

The problem of waste management in Russian banks 
has not received much attention due to the high cost of 
the most environmentally friendly solution compared 
to bank the cost of operations in 2012–2023. However, 
a number of authors’ studies confirm the study’s main 
hypotheses [20–24].

There are many factors that affect the competitiveness 
of waste management in Russian banks as main ESG 
factor [22–24].

Sberbank launched its own ESG transformation and 
approved the ESG strategy, which became an integral 
part of the company’s development strategy until 
2023. The committee includes top management and 
representatives of all functional blocks of the bank. The 
ESG agenda is aimed at different stakeholders: customers, 
employees, shareholders, investors, society and the 
state [20–22].

Gazprombank created the Council for the 
Implementation of the Principles of Sustainable 
Development to systematize projects in this area, 
which are implemented with the support of the 
bank, as well as to form goals and objectives in social, 
environmental and economic areas. In March 2021, 
Gazprombank adopted a Sustainable Development 
Policy. The document defines common approaches in 
three areas —  economic, social and environmental, and 
also establishes approaches to responsible investment 
and financing, including setting goals and objectives 
in the main areas of activity [22, 23].

In 2019, Sovcombank joined the UN initiative, 
signed the principles of responsible banking, and chose 
priority goals out of 17 Sustainable Development Goals. 
Almost immediately, policies in the fields of sustainable 
development and responsible financing were introduced, 
and changes were made to the credit policy. For ESG 
loans, the bank has a reduced rate of funding. The bank 
is ready to count on a smaller margin, which allows 
us to consider ESG projects more accordingly [25, 27]. 
Among the priorities, the bank identifies projects related 
to renewable energy and zero-emission energy carbon, 
clean water and energy efficiency.

An ESG framework strategy has been developed 
by Credit Bank of Moscow (MKB), and it is based on 
three areas where efforts have been consolidated. 
The first direction is the improvement of the internal 
infrastructure for the development of ESG banking, that is, 
the development of infrastructure for green financing, the 
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introduction of the green bank concept, an independent 
assessment of the ESG progress of the bank. The second 
direction is customer support in terms of providing 
and organizing green financing, special offers for social 
categories of citizens, support for small and medium-
sized businesses, support for businesses in general within 
the framework of restructuring programs [20, 21].

Methods
Taking into account forecast data, analyzed statistics 
and available factors, including obsolescence and 
obsolescence of equipment, it is necessary to perform 
the following actions: intra-industry diversification; 
digital transformation with the use of AI learners 
in the branches of the fuel and energy complex, 
which will result in a transition to a new level of 
automation and robotization of all processes not only 
in the energy sector, but also in others, respectively; 
reducing the level of negative impact of the fuel and 
energy segment of the market on living conditions 
and the world around us, as well as their adaptation 
to global warming and other changes, by diversifying 
available energy sources in the direction of “green 
energy” [17–19].

The analysis includes the following factors: waste 
composition and waste export. Public authorities are 
more vulnerable to risk when choosing a positive 
outcome than when choosing a negative one. It was 
confirmed that there is a difference in the frequency of 
the choice of patterns in relation to the population of the 
country. As a result, the work recommends government 
measures that affect all renewable energy producers 
[20, 21].

The analysis also yielded additional results: the largest 
reduction in financing of waste production occurred in 
countries with a high percentage of the urban population. 
Sberbank as well as various restrictive strategies reduced 
the steady demand for renewable energy sources, led to 
a drop in economic growth, and caused a slowdown in 
the growth of COVID-19 infections in 2020.

Other scientists understand energy competition as a 
dynamic process of competition between energy market 
entities to secure strong positions in this market. Modern 
competitive relations in the energy services market are 
diverse and include the following levels:

•  competitive relations between commercial 
banks;

•  competitive relations of banks with non-credit 
institutions;

•  competitive relations of banks with other 
financial intermediaries;

•  competitive relations of banks with non-financial 
organizations.

This division can also be used for interbank 
competition. According to the number of subjects 
participating in the confrontation, interbank competition 
can be divided into individuals (between some banks) 
and groups (between associations of private credit and 
financial institutions). Interbank competition can also 
be classified according to other criteria.

So, you can systematize interbank competition by 
various criteria. In fact, similar features are also used 
in the systematization of other types of competition. In 
general, the systematization of interbank competition 
consists of identifying the characteristics and features 
associated with the specifics of competition in the 
energy sector. It is customary to distinguish between 
intra-industry and inter-industry competition based 
on the industry affiliation of competitive entities. 
Intra-industry competition is competition between 
organizations in the same industry that produce similar 
products or services that meet the same customer 
need, but differ in cost, quality, and product range. 
Inter-industry competition is competition between 
organizations of different industries. Because energy 
is not a separate branch, but an area of the economy 

J. An, A. Yu. Mikhaylov

Table 1
E-waste Generation Rate

Country e-waste generation rate (kg/
cap/day)

Bangladesh 0.15–0.56

China 0.33

Indonesia 0.44

Kuwait 1.37

India 1.38–1.49

Malaysia 5.72

Nepal 0.2–0.87

Pakistan 1.66

Sri Lanka 1.79

UAE 2.58

Vietnam 0.90

Source: Compiled by the authors.
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that includes a huge number of different industries, 
this systematization also applies to banks. Thus, the 
concept of “interbank competition” is rather difficult 
and has certain characteristics. In Russian legislation, 
there is no specific interpretation of this concept 
due to the presence of quite a significant number of 
points of view on the definition of this term. You can 
systematize interbank competition by various criteria. 
When determining the essence of interbank competition, 
it is necessary to emphasize that it is a process that 

takes place over time and has certain characteristics 
that are not typical of other types of competition, which 
is aimed at supporting monetary stability and brings 
a positive effect only when a certain level is reached.

Eleven Asian countries (Bangladesh, China, 
Indonesia, Kuwait, India, Malaysia, Nepal, Pakistan, 
Sri Lanka, the UAE, and Vietnam) were chosen for the 
analysis, which the authors divided into three groups 
based on certain factors. For the reliability of the study 
and the results obtained, the countries were divided 

Table 2
largest banks in 11 asian Countries by assets

Rank bank name total assets, bln Usd
share of bank in 

total e-waste of 11 
asian countries, %

expenses for 
recycling, 

thousands Usd

1 DBS Bank 509.1 2.5 1272.75

2 OCBC Bank 402.2 2.1 844.62

3 United Overseas Bank 340.7 2.2 749.54

4 Maybank 213.2 2.0 426.4

5 CIMB 149.3 1.9 283.67

6 Bangkok Bank 130.7 1.8 235.26

7 Kasikornbank 124.3 1.8 223.74

8 Bank Mandiri 121.1 1.7 205.87

9 Bank Rakyat Indonesia 117.7 0.9 105.93

10 Public Bank Berhad 111.1 0.9 99.99

11 Krung Thai Bank 107.7 0.8 86.16

12 Siam Commercial Bank 101.4 0.8 81.12

13 Bank Central Asia 87.7 0.7 61.39

14
Bank for Investment and Development of 
Vietnam

77.3 0.5 38.65

15 BDO Unibank 69.5 0.4 27.8

16 RHB Bank 69.5 0.2 13.9

17 Bank Negara Indonesia 67.7 0.8 54.16

17 Vietinbank 67.2 0.7 47.04

19 Hong Leong Bank 66.7 0.5 33.35

20 Vietcombank 62.1 0.2 12.42

21 TMB Bank 53.8 0.1 5.38

22 Metropolitan Bank and Trust Company 49.1 0.1 4.91

Source: Authors based on the data [21].
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into three groups. The first group included Malaysia, 
Kuwait, the UAE, as the countries with the highest 
GDP per capita at PPP and the formation of waste 
financing. The second group consisted of Bangladesh, 
China, India, Pakistan, according to the prevalence 
of population. In the third group of countries, the 
authors included the remaining countries, the socio-
economic indicators of which can be fairly used for 

country analysis. The third group includes Sri Lanka, 
Vietnam, Indonesia. The limitation of this study can 
be called the unavailability of data for Asian countries 
on the production of electronics for a long period of 
time. This fact contributed to the chosen time period of 
2014–2019. Despite the lack of data, the study provides 
insight into the situation of e-waste management in 
Asian countries.

J. An, A. Yu. Mikhaylov

Table 3
E-waste Generated, kg Per Capita

Country 2014 2015 2016 2017 2018 2019 CaGR

Malaysia 7.6 9.6 10 10.4 10.7 11.1 6.52%

Kuwait 17.2 15.9 16 16 15.9 15.8 –1.41%

UAE 17.2 13.4 14 14.4 14.7 15 –2.26%

Bangladesh 0.8 0.9 0.9 1 1.1 1.2 6.99%

China 4.4 5.9 6.2 6.5 6.9 7.2 8.55%

India 1.3 1.5 1.7 1.9 2.1 2.4 10.76%

Pakistan 1.4 1.9 1.9 2 2 2.1 6.99%

Sri Lanka 4.2 5.6 5.8 6 6.1 6.3 6.99%

Vietnam 1.3 1.9 2.1 2.3 2.5 2.7 12.95%

Indonesia 4.3 5.4 5.6 5.6 5.8 5.9 5.41%

Nepal 0.5 0.7 0.8 0.8 0.9 0.9 10.29%

Source: Compiled by the authors based on the data [21].

Table 4
Statistic Summary for E-waste Generation Per Capita for Country Groups 1–3

Group 1 2 3

Average 13.606 2.717 3.500

Standard mistake 0.163 0.178 0.201

Median 13.683 2.763 3.625

Standard deviation 0.399 0.436 0.492

Excess 0.314 1.095 3.137

Asymmetry 0.798 –0.903 –1.666

Interval 1.033 1.250 1.375

Minimum 12.967 1.975 2.575

Maximum 14 3.225 3.950

Sample variance 0.159 0.190 0.242

Source: Compiled by the authors.
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The accuracy of the study is indicated by the fact that 
all data were taken from verified sources. To analyze 
the relationship of the indicators selected in the study, 
the authors used the method of constructing a linear 
regression. The study has a dependent variable Y and 
a set of independent variables X₁, X₂, …, X3. The linear 
regression model looks like this:

        0 1 1 2 2 k kY X X X= β + β + β +…+ β + ε ,  (1)

where β₀, β₁, β₂, …, β3 —  regression coefficients; ε —  
random error.

Correlation is used to measure the degree and 
direction of a linear relationship between two variables. 
One of the most common correlation coefficients is 
the Pearson coefficient (r), which measures the linear 
relationship between two continuous variables.

The formula for the Pearson coefficient is:

                

( )
( ) ( )2 2

( )
,

i i

i i

X X Y Y
r

X X Y Y

∑ − −
=

∑ − −
  (2)

where Xᵢ and Yᵢ —  values of the corresponding 
observations; X and Y  —  the mean values of variables 
X and Y.

The coefficient of determination shows what 
percentage of the variance of the dependent variable 
is explained by the regression model.

The formula for R-squared:

  
2 SSR

R
SST

= ,  (3)

where SSR —  explained sum of squares; SST —  total 
sum of squares.

ResUlts
In modern conditions, most banks use various criteria 
in their activities. Digital transformation in the energy 

 

Fig. 1. Relationship for Group 1 of Countries in 2014–2019 between (A) E-Waste Generated Per 
Capita and Population, kg and 10 000 People; (B) E-Waste Generated and GDP Per Capita in PPP, kg 
and 1 000 Current International Dollar; (C) E-Waste Generated Per Capita and CO2 per Capita, kg and t
Source: Author’s calculations.

Fig. 2. Correlation Coefficients between Indicators 
Such As E-Waste Generated Per Capita, Population, 
GDP Per Capita in PPP and CO2 Per Capita for 
Group 1 of Countries in 2014–2019
Source: Author’s calculations.
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system in modern conditions (for example, various 
criteria) depends on solving various tasks in a single 
information and logical accounting environment. The 
structure of the technology can be described as a 
continuous sequential chain of blocks built according to 
certain rules, containing constantly updated information 
(records). Each block is linked to the previous one 
cryptographically to ensure confidentiality, data integrity, 
authentication, and encryption. The encryption process 
is performed using the “Hash” function and is called 

hashing. Each subsequent block is added at the end of the 
chain after it is verified by all network participants. Unlike 
regular databases, once a block is attached, it becomes 
impossible to make changes to information. Only new 
records and new information can be added. Information 
is updated simultaneously on all nodes of the computer 
network. Blockchain is a completely new way to store and 
protect data. For effective implementation and application 
of the technology, the following conditions must be met: 
favorable political environment; government support and 
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Fig. 3. Relationship for Group 2 of Countries in 2014–2019 between (a) E-Waste Generated Per Capita 
and Population, kg and 10 000 People; (b) E-Waste Generated and GDP Per Capita in PPP, kg and 1 000 
Current International Dollar; (c) E-Waste Generated Per Capita and CO2 Per Capita, kg and t
Source: Author’s calculations.

Fig. 4. Correlation Coefficients between Indicators Such As E-Waste Generated Per Capita, Population for 
Group 2 of Countries in 2014–2019, GDP Per Capita in PPP and CO2 Per Capita
Source: Author’s calculations.
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compliance with the legal framework; a well-developed 
business ecosystem; appropriate qualifications of 
technology users, i. e. theoretical knowledge and practical 
skills are required to work in systems using blockchain 
technology; technically developed environment; growing 
investment opportunities.

We can distinguish the following areas where 
blockchain technology in waste management has 
already become widespread: military waste industry/
cybersecurity; defense waste industry; waste in public 
services; waste in healthcare (Novartis); renewable 
energy (Shell); waste in food/agriculture (Nestle, 
DANONE); waste in IT (Microsoft, IBM, Intel).

Meanwhile, in Russia, the blockchain is already 
used by some organizations, including banks, and 
solves a range of different tasks. Let’s consider the 
process of using blockchain technology to increase the 
competitiveness of waste management. When using this 
technology, the transaction is recorded twice, i. e. the 
double-entry method is used. Let’s look at the advantages 
and disadvantages of using blockchain in banks while 
increasing the competitiveness of waste management. 
Let’s start with the benefits. So, for example, it should 
be noted that this particular technology, by ensuring 
the protection of information from distortion, makes 
it possible to simplify and make relationships with 
customers more secure, especially if there is no trust 
in them. Speaking about simplifying the audit system, it 
should be noted that in the world arena, when discussing 
the prospects for implementing various criteria.

In addition, it is important to emphasize that the 
minimization of fraud in the energy sector is possible 
due to the fact that the blockchain technology provides 
an expansion of the ability of the supervisory authorities 
to monitor the activities of banks for illegal activities. For 
example, one hundred percent detection of violations in the 
field of payment evasion becomes possible (Table 1). Table 
2 presents the largest banks in 11 Asian countries by assets.

Thus, in order to maximize profits, waste management 
will hire qualified waste management personnel as long 
as the marginal utility of victories exceeds the marginal 
value of their contracts. The factors that have a direct 
impact on the financial results of waste management 
include factors at the first level.1

1 SMB, 2022. Scrap metal buyers we buy scrap metals nationwide. 
URL: https://www.scrapmetalbuyers.com/current-prices (accessed 
on 20.06.2023).

Based on the aforementioned, Kuwait has the 
potential to increase its renewable production. In fact, 
it has to meet the demands of its future plans until 
2030. Solid Waste (SW) has the appropriate means and 
is considered to be a sustainable feedstock that could 
easily replace conventional fossil fuels in order to reduce 
environmental burdens and provide renewable energy.

Table 3 presents e-waste per capita generation data 
for 2014–2019 for selected Asian countries. The authors 
also calculated the cumulative average annual growth rate, 
whose value allows us to estimate the growth rate of the 
selected parameters. The Compound Annual Growth Rate 
(CAGR) for Kuwait, the UAE is negative, which indicates 
a decrease in e-waste generation for the period under 
consideration. For the other 9 countries, we can see an 
increase in the indicator, indicating an increase in financing 
of waste generation. India, Nepal, and Vietnam showed the 
largest increase in the average annual growth rate of e-waste. 
Table 4 has descriptive statistics for the three country groups 
for the e-waste generation per capita indicator.2

An analysis of the relationship of indicators such as 
E-waste generated per capita, population, GDP in PPP 
per capita, CO2 per capita showed quantitative results 
for the three groups.

Figures 1, 2 show the relationship between the 
indicators for the first group of countries. The 
graphical relationship between them is shown in 
Fig. 1. This group of countries is characterized by a 
positive relationship between such indicators as  
e-waste generated per capita and population, GDP in 
PPP per capita. The inverse relationship is observed 
between such indicators as E-waste generated per 
capita and CO2 per capita. Figure 2 presents a heat map 
illustrating the correlation coefficients for the four 
selected indicators. The correlation coefficient is 0.63 
for indicators such as e-waste generated per capita 
and GDP in PPP per capita, indicating a strong positive 
relationship between the factors. The correlations for 
e-waste generated per capita and CO2 per capita are 
strongly negative at –0.73.

For the second group, the graphical results of the 
analysis are presented in Fig. 3, 4. Figure 3 illustrates the 
positive relationship between all three socioeconomic 
indicators and e-waste generated per capita.

2 PST, 2022. Plastic trip. URL: https://www.plasticsouptrip.com/
post/97791290765/what-can-the-pricesof-plastics-teach-us. 
(accessed on 20.06.2023).
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The correlation map in Fig. 4 shows a strong 
correlation between e-waste generated per capita and 
population, e-waste generated per capita and GDP in 
PPP per capita, E-waste generated per capita and CO2 
per capita. The correlation coefficients were 0.97, 0.92, 
and 0.85, respectively.

Fig. 5 illustrates the positive relationship. The 
correlation map in Fig. 5 shows strong correlations 
between E-waste generated per capita and population, 
E-waste generated per capita and GDP in PPP per 
capita, e-waste generated per capita and CO2

 per capita. 
The correlation coefficients were 0.9, 0.86, and 0.87, 
respectively.

disCUssioN
sberbank at the beginning of waste management

The level of customer orientation of the Russian 
banks, which consists  of  bui lding trusting 
relationships between the bank and its customers 
as well as with potential customers. In this article 
it’s important to emphasize that clients must have 
complete access to information about all waste 
management and service possibilities, and VIP 
services are given special consideration. The level of 
remote customer service of the Sberbank (about 50% 
of Russian banking assets), which consists not only 
in the development of special applications for the 

J. An, A. Yu. Mikhaylov

Table 5
Waste Generation and treatment structure of sberbank, tons

Category
Waste Waste for disposal Waste for recycling

2019 2020 2021 2022 2019 2020 2021 2022 2019 2020 2021 2022

Hazardous 
waste

536 73 147 57 0 0 0 6 536 73 147 57

Class I 44 18 13 5 0 0 0 0 44 18 13 6

Class II 64 21 84 40 0 0 0 0 64 21 84 40

Class III 428 34 50 12 0 0 0 6 428 34 50 11

Low-
hazard 
waste

52.497 51.823 51.317 49.335 42.187 37.963 36.013 32.896 10.270 13.783 15.159 13.798

Class IV 32.960 36.164 35.241 36.419 27.393 24.042 25.271 25.100 5.527 12.077 9.899 10.472

Class V 19.537 15.659 16.076 12.916 14.794 13.921 10.742 7.796 4.743 1.706 5.260 3.326

TOTAL 53.033 51.896 51.464 49.392 42.187 37.963 36.013 32.902 10.806 13.856 15.306 13.855

Source: Sberbank, 2022. ESG report. URL: https://shareholder.sberbank.com/AR 22/en/docs/esg/sber-esg-data-book-ecology-en.pdf 

(accessed on 20.06.2023).

 

Fig. 5. Correlation Coefficients between Indicators Such As E-Waste Generated Per Capita, Population, 
GDP Per Capita in PPP and CO2 Per Capita for Group 3 of Countries in 2014–2019
Source: Author’s calculations.
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convenience of customers, but also the availability 
of an official website with full information about 
the activities of the bank, its products and services 
[25–29].

This paper has recommendations for improving 
waste management in credit institutions (mainly 
faulty office equipment and paper waste). In any case, 
a bank that shows a higher return on investment 
in a group of comparable banks, which exceeds the 
cost of raising capital, can be considered the most 
competitive. Since profitability consists of interest 
margin, cost of risk, share of non-interest income, and 
operational efficiency, leadership in these indicators 
also confirms the bank’s ability to win in competition 
[30–32].

In general, according to experts, the factors of 
competitiveness in the energy industry coincide 
with those used in relation to other industries. Some 
nuances include the fact that waste management in 
Russia often does not have substitutes, which allows 
them to control pricing to a greater extent. The total 
amount of capital that is immediately available to 
Sberbank allows it to more completely control its own 
risk appetite and diversify its client base, which is an 
important factor in the bank’s fight for the customer 
[33–35].

It is therefore deduced that the waste accumulation 
in Sberbank, while posing a serious environmental 
threat, can also present itself as a sustainable feedstock 
for various opportunities in the near future [36–39]. 
These opportunities have their own challenges but can 
also be a route for altering the energy mix a country 
that relies solely on fossil fuels. The largest Russian 
bank —  Sberbank —  publishes an ESG report for 2020 
(Table 5).

Analysis of the data makes it possible to establish 
a strong dependence between the waste management 
rating and the efficiency.

CoNClUsioNs
The newly announced plan in Sberbank based on 
official government sources, shows that incineration 
to produce energy is one of the main options 
considered viable and achievable in Sberbank 
within the next few years. To this end, a number 
of techno-economic factors will be combined to 
determine the internal rate of return on Sberbank 
based on recent results obtained in past studies and 
published sources. In our work, we aim to apply the 
standardized methodology based on ISO protocols, 
whereby a comparative assessment for various 
scenarios that will be compared based on different 
energy mixes obtained from different techniques will 
be developed.

In the future, we will proceed directly to the 
consideration of the concept of competitiveness of 
energy products. The competitiveness of energy product 
is a comparative analysis of several characteristics of 
a bank’s product or service, as well as distinguishing 
features from additional financing of waste management 
provided by competitors. Overall, the findings suggest 
that economic growth and population growth are 
significant factors driving e-waste generation in Asia.

Practical significance is that policymakers in these 
countries should focus on promoting sustainable 
consumption and production practices, such as circular 
economy models and extended producer responsibility, 
to mitigate the negative environmental and health 
impacts of e-waste.

In conclusion, the study highlights the importance 
of addressing the growing e-waste problem in Asia and 
the need for more comprehensive data collection and 
analysis to better understand the factors driving e-waste 
generation in the region.

The main finding of paper is the need to recycle such 
waste, which is the most environmentally friendly option 
compared to incineration.
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The subject of the study is the Russian electronic industry as a strategically important sector that ensures national security 
and cybersecurity in all areas of activity. The relevance of the study is due to insufficient efficiency and consistency of 
the results of the existing monitoring of the development of the electronics industry, which is related to the lack of 
comprehensive information and analytical tools for diagnosis of indicators of sustainable development of industry. The 
purpose of the study is to develop a flexible situational approach to monitoring the electronics industry, taking into 
account the industry strategy to expand production of civilian products, as well as to justify the effectiveness of financing 
tools and increasing the sustainable development of the industry. As a result, a monitoring technique based on data from 
industry statistics, the Spark-Interfax information resource, and big data analytics for organizations in the electronics 
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the methodology, the market situation and business models were evaluated, and the risks and shortcomings of financing 
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iNtRodUCtioN
The liberal policy of Russia during the 
period of the market economy has led to 
the country’s high dependence on high-
tech imports and has also contributed to the 
uncontrolled outflow of capital to the more 
developed countries. This has resulted in 
insufficient funding of electronic industry 
development, which, according to foreign 
experts, is typical of many, even developed, 
countries.1 The current geopolitical situation, 
dependence on imports of electronic hardware 
and software create a threat to the national 
security and economic growth of Russia. 
At the same time, it serves as a powerful 
impetus for large-scale structural changes in 
the country on a qualitatively new basis and 
contributes to the accelerated transition to 
the sixth technological system, the core of 
which is the microelectronics industry and 
information and communication technologies 
(further —  ICT) [1, 2]. According to expert 
estimates, “not fully covered by statistics, but 
sufficiently powerful ICT sector of Russia, 
especially in the area of contact software, can 
serve as a factor in accelerating its economic 
growth”, as confirmed by the 2020 ranking of 
the world’s most digital countries.2 According 
to the Digital Evolution Scorecard, Russia is 
ranked in the group of “prospective countries” 
by criteria of “level of digital development” 
and “rate of digital growth”.3 However, the 
electronic industry is scientifically intensive, 
and its advanced development, especially 
in the context of sanctions, requires large 
investments.

The Russian scientists V. V. Ivanter et 
al. [3], S. D. Bodrunov [4], V. A. Cherkasova 
and G. A. Slepushenko [5], D. А. Artemenko 

1  Blank S. The Semiconductor Ecosystem Explained. Semiwiki 
02–06–2022. URL: https://semiwiki.com/semiconductor-
manufacturers/307494-the-semiconductor-ecosystem-
explained (accessed on 02.02.2023).
2 World’s most digital countries: ranking of 2020. URL: 
https://hbr-russia.ru/innovatsii/trendy/853688 (accessed on 
02.02.2023).
3 MACROECONOMIC FORECASTING. URL: https://cebr.com/
service/macroeconomic-forecasting (accessed on 02.02.2023).

and S. V. Zenchenko [6] consider attracting 
investment as one of the main dominants of 
the sustainable development of the Russian 
economy.

This is confirmed by the results of our study: 
import substitution policy, improvement 
of the system of public procurement, and 
financial support in general contributed to the 
growth of important indicators of enterprises 
in the electronic industry in the period 
2017–2021 (equity, assets, share of capital, 
intangible assets, research and development). 
According to IEF RAS calculations [7] based 
on HSE data [8] for the period 2010–2021, 
gross domestic R&D expenditure in the ICT 
sector as a whole increased by 18 times. At 
the same time, in 2021 compared to 2020–2.1 
times. There was a trend to accelerate the 
growth of production, the number of staff, the 
productivity of labour.

H o w e v e r ,  k e y  a r e a s  o f  i n d u s t r y 
development require continuous monitoring 
to improve financing instruments in new 
economic conditions. Our analysis of the 
various monitoring methods confirmed 
their limitations based on the scope of the 
objectives, industry or regional specificities. 
Electronics manufacturers’ ratings are 
insufficiently informative, as they are 
based only on two indicators of revenue 
and staffing.4 The monitoring methodology 
of A. M. Batkovsky et al. [9] is focused on 
the evaluation of various processes of 
transformation and diversification of UICs. 
The paper also critiques current methods 
for evaluating government programs for the 
excessive use of standard indicators and the 
standard performance audit algorithm.

Our approach to monitoring methodology 
development is based on industrial analysis 
methodology, which is consistent with the 
research of G. B. Kleiner, who considers that it 
is difficult to “predict crises and prevent their 
consequences” by confining oneself to macro-

4 Rating of organizations of the radio-electronic industry of 
Russia. URL: https://www.instel.ru/upload/files/sec_doc_20/
reiting-2020.pdf (accessed on 02.02.2023).
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analysis [10]. J. A. Brander et al. [11] also 
applied a sector-specific approach to assessing 
the effectiveness of various enterprise 
financing tools in research-intensive sectors, 
with the highest efficiency observed in the IT 
sector (more than 40%) with private venture 
financing, in the electronic industry— with 
mixed financing (11.07%).

T h e  i m p o r t a n c e  o f  a  c o m p a n y ’ s 
environmental  impact, as  well  as  the 
avai labi l i ty  of  information about  i ts 
environmental, social, and governmental 
r e s p o n s i b i l i t i e s ,  h a v e  s i g n i f i c a n t l y 
increased the requirements of investors 
today (ESG). Studies by Russian scientists 
M. A. Fedotova, O. V. Loseva, V. V. Bogatyreva 
[12], E. Yu. Makeeva and others [13], foreign 
scientists Tensie Whelan, Elyse Douglas 
and others prove the impact of sustainable 
development indicators on business value 
and indicators of investment attractiveness.5 
Studies by Cornell University scientists 
S. Freytag et al. [14] estimate the impact 
of IT and electronics on the climate as 
approximately 1.8% to 2.8% of global 
greenhouse gas emissions. At the same time, 
scientists consider that the introduction of 
digital electronic systems will help improve 
energy efficiency, process productivity, reduce 
greenhouse gas emissions, and mitigate the 
effects of climate change.

A comprehensive analysis of existing 
monitoring methods revealed inefficiencies 
and, in some cases, contradicting results 
[7]. This is due to the absence of a complete 
information and analytical  toolkit  for 
analyzing indicators of the electronic 
industry’s sustainable development at the 
objective level and in relation to strategic 
priorities. Thus, the purpose of the present 
study was to develop a flexible situation-
based approach to monitoring the electronics 
industry, taking into account the industry 
strategy focused on expanding production 

5 Tensie Whelan, Elyse Douglas. The price of social responsibility. 
URL: https://hbr-russia.ru/biznes-i-obshchestvo/etika-i-
reputatsiya/854831 (accessed on 02.02.2023).

of civilian products, as well as to justify 
the effectiveness of funding instruments 
and increase the sustainability of industry 
development. At the same time, it should 
be noticed that complete compliance with 
all established indicators, including those 
influenced by different reasons, is impossible. 
In this regard, sustainability is determined 
by the correspondence of the main trend of 
development of the industry to the target 
in connection with directions and priorities 
on the basis of established indicators in the 
aspect of the general concept of sustainable 
development on the national economy. 
Monitoring should reflect the changes 
observed as a result of focused industry 
transformation measures; diagnose risks; 
and identify the most effective tools for 
financing and other government support of 
the electronic sector’s implemented strategic 
development paradigm.

MethodoloGY oF ReseaRCh
The study focuses on key priorities of the 
Electronic Industry Development Strategy 6: 
inflow of private Russian investments in the 
industry to develop large consortia, increase 
investment activity of companies; creation 
of a fair competitive environment (growth 
of output of Russian producers, their market 
share, increase of assets, the number of staff 
and productivity of labour); restructuring 
of the industry (increase of the share of 
Russian private companies, transition to an 
ecosystem based on a common technological 
platform or production resource) with gradual 
integration into the world eco-system [15]. 
The monitoring methodology is based on 
the principles of accuracy, regularity and 
efficiency of information, includes the 
analysis of big data on organizations of the 

6 On the Strategy for the Development of the Electronic 
Industry of the Russian Federation for the period up to 2030 
and the plan of activities for its implementation. Order of the 
Government of the Russian Federation from 17 January 2020 
No. 20. URL: http://www.consultant.ru/document/cons_doc_
LAW_52009/#cont (accessed on 02.02.2023).
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electronic industry (OKVED 26 Production of 
computers, electronic and optical products) 
and uses the information resource Spark-
Interfax.7 This confirms a more complete 
circle of monitoring, as opposed to Rosstat 
data, which is focused on large companies, 
and allows this methodology to be applied 
in the system of public procurement, priority 
area subsidization, and the most effective 
business models. The methodology stages are 
presented in Fig. 1.

ResUlts oF the ReseaRCh
The first phase of the study revealed that 
the electronic industry is developing in the 
form of manufacturing consortia in such 
segments as telecommunications equipment 
and communications;  computing and 

7 Spark-Interfax News. URL: https://spark-interfax.ru/ru/
statistics (accessed on 02.02.2023).

data storage systems; control devices and 
telematics; automotive electronics; medical 
electronics, security systems, etc.8 At the 
same time, the share of civilian production 
by Russian manufacturers is 31% of total 
domestic revenue; by segments, the share 
varies from 7% in the most voluminous 
segment of telecommunications equipment 
and communications, which belongs to one 
of the key indicators of the strategy. There 
are numerous business models in the industry, 
but analysts consider vertically integrated 
companies, as well as innovation centers 
dedicated to market research, idea generation, 
science, developing, and producing new goods, 
to be the most promising [15].

According to the Ministry of Trade, in 2020 
the industry included 1 652 organizations 

8 Electronics Developers and Manufacturers Association 
(EDMA). URL: http://arpe.ru/ (accessed on 02.02.2023).

 Fig. 1. Methodology of Monitoring the sustainability of the development of the electronic industry in 
Russia
Source: Compiled by the authors.
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with a total of 290 thousand employees. At 
the same time, experts have more than 3 
thousand organizations, including state-
owned companies that are part of ROSTEC; 
private small and medium-sized enterprises 
controlled by the JSRC “System”; companies 
with foreign participation, and representative 
offices of global corporations (Table 1).

F r o m  2 0 1 9  t o  2 0 2 0 , t h e  fo l l ow i n g 
developments happened in the structure of 
civilian product producers: quantitatively, the 
share of companies in the public sector and 
foreign companies has declined by around 1% 
in favor of the private sector, while the number 
of employees has increased significantly, with 
private enterprises employing more than 70% 
of the employees.

The second phase analyzes important 
sectoral risks related to falling behind the 
rest of the world, becoming vulnerable 
to sanctions, and confronting potential 
threats to sovereignty. According to experts, 
a significant proportion of the electronic 
component base of Russian equipment is 
imported; the technological lag of Russian 
manufacturers is  from 5 to 20 years. 9 
Electronic component manufacturing is 
characterized by a higher share of added value 
and is critically dependent on innovation. In 
this connection, investments in R&D of 15 

9 Electronics slows without reforms. Industry is asked to 
support regulation. URL: https://www.kommersant.ru/
doc/4323806 (accessed on 02.02.2023).

to 20% of revenue are insufficient to finance 
industry development. According to Spark-
Interfax, in 2020, the industry structure was 
characterized by the following parameters: 
the total number of employees —  380 thous. 
people, revenue —  1 915 mln rubles, assets —   
2 407 mln rubles. Generally, it is difficult to 
identify the type of industry. The industry 
includes both manufacturing companies and 
research organizations (design centers). The 
sectoral market structure is characterized 
by fairly low competition: the concentration 
ratio of the three largest companies (CR-3) 
was 10.23%, the Herfindahl-Hirschman index 
was 67.11%. At the same time, it is important 
to remember that the market is divided into 
segments, and companies may have monopoly 
positions in individual market segments; that 
is, the variation of key indicators within the 
industry can be quite high. Table 2 shows 
the calculated barriers to entry and age 
structures, categorized by specified enterprise 
groupings. Enterprises that have been in 
the sector for more than ten years provide 
the most substantial contribution to the 
industry in terms of assets, value created, and 
performance.

The sectoral economies of scale (Table 
3), estimated on the basis of the enterprises 
of the industry by revenue, showed that the 
largest share in the number of enterprises, the 
size of the own capital, revenue, and net profit 
have enterprises falling into two groups: with 

Table 1
structure and Characteristics of the electronics industry by type of ownership

type of ownership share of companies by 
number, %

share of 
employees, %

share in 
revenue, % asset share, %

State 0.94 6.51 4.73 10.93

With foreign participation 4.24 22.06 24.99 22.65

Private 94.82 71.43 70.28 66.42

Total 100 100 100 100

Source: Compiled by the authors.
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Table 2
Characteristics of the age structure of electronic industry enterprises

Gr
ou

pi
ng

 o
f e

nt
er

pr
is

es
 b

y 
du

ra
tio

n 
of

 o
pe

ra
tio

n 
(a

ge
), 

ye
ar

s (
up

pe
r l

im
it 

—
  sl

ig
ht

ly
 m

or
e 

th
an

 th
e 

sp
ec

ifi
ed

 fi
gu

re

Nu
m

be
r o

f e
nt

er
pr

is
es

by
 g

ro
up

av
er

ag
e 

ne
t a

ss
et

s
by

 g
ro

up
, m

ill
io

n 
ru

bl
es

Gr
ou

p 
sh

ar
e 

in
 e

qu
ity

 c
ap

ita
l b

y 
in

du
st

ry
, %

av
er

ag
e 

as
se

ts
gr

ou
ps

 b
y 

in
du

st
ry

, m
ill

io
n 

ru
bl

es
.

Gr
ou

p’s
 sh

ar
e 

of
 a

ss
et

s b
y 

in
du

st
ry

, %

av
er

ag
e 

re
ve

nu
e

gr
ou

ps
 b

y 
in

du
st

ry
, m

ill
io

n 
ru

bl
es

.

Gr
ou

p 
sh

ar
e 

in
 in

du
st

ry
 re

ve
nu

e,
 %

Av
er

ag
e 

ne
t p

ro
fit

gr
ou

ps
 b

y 
in

du
st

ry
, m

ill
io

n 
ru

bl
es

Sh
ar

e 
of

 th
e 

gr
ou

p 
in

 n
et

 p
ro

fit
 b

y 
in

du
st

ry
, %

Less than a year 52 1 0 12 0.02 11 0.03 2 0.06

1–4 1 284 60 7.73 91 4.85 64 4.32 3 2.7

4–7 1 546 54 8.34 145 9.33 121 9.74 10 10.15

7–10 1 071 20 2.17 162 7.2 96 5.37 7 5.27

10–13 868 78 6.8 214 7.71 192 8.71 21 12.11

13–16 793 153 12.23 253 8.33 233 9.65 21 10.99

16–19 629 199 12.59 466 12.17 519 17.03 33 13.9

19–22 442 147 6.53 359 6.6 364 8.39 28 8.52

22–25 510 185 9.5 399 8.45 334 8.91 21 7.15

>25 1 007 336 34.12 845 35.33 529 27.84 43 29.17

Total 8 202 121 100 294 100 233 100 18 100

Source: Compiled by the authors.
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revenue from 100 mln rubles to 2 000 mln, as 
well as more than 15 000 mln.

The analysis will allow us to conclude 
that the most effective enterprises belong 
t o  g r o u p s  w i t h  r eve n u e s  t h a t  r a n g e 
from 100 to 1 000 mln rubles, 2 000 to  
3 000 mln rubles, and 4 000 to 5 000 mln rubles, 
as demonstrated by their share of revenue 
above the share of assets and profit above the 
share of revenue. Furthermore, the analysis 
demonstrates the existence of significantly 
different producers in the industry, as well as 
the absence of a significant positive effect of 
scale.

The third phase assesses the effectiveness 
of industry business models on the basis 
of an analysis of operational, investment 

and financial activities, growth indicators 
and risks. For this purpose, enterprises were 
divided into 3 groups and average indicators 
were calculated on the sample as a whole 
by the largest enterprises and companies 
participating in public procurement (Table 4).

According to 2020, among the top 20 
companies, 11 were private, 6 were foreign, 
and 3 were public. The result of the analysis 
revealed a high operating risk, as indicated 
by the high volatility of indicators as well as 
the rate of variation of the profit from sales 
above the benchmark, which indicates the 
instability of industry demand. At the same 
time, companies participating in public 
procurement are less vulnerable to market 
risks, as indicated by the lower rate of revenue 

Table 3
Characteristics of the sectoral economies of scale

Revenue, million 
rubles

share of companies by 
number, % Share in equity, % Asset share, % share in 

revenue, %
share

in profit, %

1–50 65.59 8 6.96 4.02 0.68

51–100 10.57 2.99 2.94 3.26 2.52

101–999 19.92 28.5 25.01 26.05 29.41

1000–1999 2.17 14.06 15.24 12.8 17.32

2000–2999 0.59 4.89 5.04 6.08 7.12

3000–3999 0.29 4.18 3.53 4.23 4.2

4000–4999 0.18 2.95 2.9 3.56 4.11

5000–5999 0.18 3.44 4.32 4.31 2.73

6000–6999 0.13 4.38 4.04 3.33 3.99

7000–7999 0.1 1.49 3.03 3.14 1.41

8000–8999 0.01 0.69 0.32 0.45 0.23

10000–10999 0.04 1.31 2.77 1.67 4.26

11000–11999 0.04 0.93 2.09 1.84 -0.28

13000–13999 0.01 2.55 1.77 0.71 3.59

>15000 0.18 19.64 20.04 24.19 18.71

Total 100 100 100 100 100

Source: Compiled by the authors.
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variation. Higher indicators of profitability 
of own and invested capital compared to 
benchmarks against the background of 
declining rates of growth of profits negatively 
characterize the investment activities of 
companies. Table 5 presents operational, 
investment, and financial performance 
indicators, as well  as growth and risk 
indicators.

Based on the analysis, it can be concluded 
that  enterpr ises  in  the  industr y  are 

characterized by small but generally positive 
operational efficiency: average increase 
in labor productivity— 4.14%, increase in 
revenue —  about 5%, profitability of sales —  
6.33%, yield exceeds the cost of resources 
by 1.5 times. Investment activity in 2020 
was insufficient. This is demonstrated by the 
decline in non-current assets and the shortage 
of investment. At the same time, the rate of 
dividend payments increased and in 2020 
reached 62.97%, which negatively affected 

Table 4
Performance Indicators of Sectoral Business Models of Electronics Enterprises

indicator
average values for 
all companies in 

the sample

Values for the 
20 largest 
companies

Values for 
companies 

participating 
in government 
procurement

benchmarks*

Variation coefficient of revenue 0.35 0.33 0.30 No data

Variation coefficient of sales 
profit

0.66 0.78 0.63 0.47

Share of fixed assets and 
intangible assets, %

9.61 6.78 7.3 28.3

Asset growth rate, % 8.36 14.28 7.18 No data

Revenue growth rate, % 1.68 23.06 2.38 4.73

Net profit growth rate, % (13.77) 68.91 (9.37) 10.99

Return on invested capital 2.37 1.70 2.13 1.65

Profitability of sales on profit, % 6.84 9.22 7.94 13.5

Net sales profitability, % 4.24 5.80 5.24 3.74

Return on invested capital, % 16.36 14.63 14.71 7.88

Return on equity, % 20.62 19.17 17.42 7.46

Source: Compiled by the authors.

Note: * Indicators of electronics industry (general) for emerging markets. Website by A. Damodaran URL: http://pages.stern.nyu.

edu/~adamodar (accessed on 02.02.2023).
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the investment opportunities of private 
companies in the industry.

The fourth phase assesses the parameters 
of the business reputation of enterprises 
in the industry, including the participants 
in public procurement and the state of the 
entrepreneurial environment. Table 6 data 
confirms the positive business reputation 
of enterprises: low due diligence index, 
indicating a low probability of one-day 
companies; their absence in all risk registers of 
Spark-Interfax; adequate tax burden (11.8%); 

high loyalty rates of public procurement 
participants (above industry averages). At 
the same time, the index of entrepreneurial 
confidence in 2020, calculated by Rosstat, 
shows a negative value.

Analysis of the business reputation of 
enterprises in the industry from the ESG-
responsibility perspective shows positive 
processes, which confirm the trends of 
reducing their environmental impact (Fig. 2), 
as well as increasing costs for environmental 
activities (Table 7).

Table 5
indicators of operating, investment and Financial activity

indicator averages (medians)

operating activities

Average annual revenue growth rate (2017–2020), % 4.96

Return on sales, % 6.33

Return on assets 1.45

Labor productivity, thous. rubles/people 2 960

Average annual salary, thous. rubles/people 689

Annual average labour productivity growth, % 4.14

Average annual growth rate of average annual salary, % 5.4

Net sales profitability, % 3.75

Share of organizations with losses (net financial result for the year), % 16.12

investment activities

Share of non-current assets, % 10.2

Investment (CAPEX) to revenue, % 1.41

Growth of non-current assets to revenue, % (0.07)

Financial activities

Share of equity in the source of financing, % 44.44

Share of organizations with negative equity, % 8.22

Share of long-term debt in sources of finance 12.67

Dividend payout ratio, % 62.97

Financial leverage 0.46

Source: Compiled by the authors.
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Table 6
indicators of the business Reputation of organizations

indicator averages
Values

by government procurement 
participants

Business confidence index*, % –6 –

Due diligence index 6 3

Share of companies included in risk registers, % 6.73 6.11

Share of companies with credit limit, % 55.50 55.92

Tax burden on revenue, % 10.84 11.54

Source: Сompiled by the authors.

Note: * Business activity of organizations in Russia. URL: https://rosstat.gov.ru/storage/mediabank/89_01–06–2022.html (accessed 

on 02.02.2023).

 
Fig. 2. dynamics of environmental impact indicators of electronic industry enterprises
Source: Compiled by the authors based on Statistical Collection of. Rosstat “Environmental protection in Russia”. Moscow; 2022. 113 p.
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Table 7
Current Expenditure on Environmental Protection (in Actual Prices, Million Rub.)

Current expenses 2016 2017 2018 2019 2020 2021

For environmental protection, total 1 389 1 408 1 464 1 493 1 445 1 638

Air protection and climate change mitigation 321 375 369 310 339 372

For wastewater collection and treatment 712 720 748 761 797 891

For waste management 240 258 275 339 218 267

Protection and rehabilitation of land, surface 
and groundwater

11 12 16 20 18 18

Conservation of biodiversity and conservation 
of natural territories

0.6 0.8 0.8 1 0.7 1

Source: Compiled by the authors based on Statistical Collection of. Rosstat “Environmental protection in Russia”. Moscow; 2022. 113 p.

Table 8
industry-average indicators for the implementation of the electronics industry strategy-2030

indicator industry averages for 
2020 (medians)

Rate of increase in equity, % 9.39

Share of fixed assets, intangible assets, research and development in total assets, % 9.61

Asset growth rate, % 10.7

Revenue growth rate, % 3.79

Net profit growth rate, % 0.44

Labour productivity growth rate, % 2.9

Average wage growth rate, % 3.67

Share in GDP, % 1.79

Source: Compiled by the authors.
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The fifth phase analyzes the direction 
and effectiveness of public policy in the 
industry. The positive results include agreed-
upon support for ICT [17] and the electronic 
industry in 2021; the creation of a register 
of organizations providing services for 
the design and development of electronic 
component products and electronic products; 
tax reductions; and import substitution 
incentives.

For the analysis of the impact of public 
policy on the development of the industry, a 
system of indicators corresponding to the 
objectives of Strategy 2030 is proposed and 
as estimated indicators at the starting point —  
calculated industry averages for 2020 (Table 8).

CoNClUsioN
The article discusses the author’s approach to 
monitoring the sustainability of the development 
of the electronic industry, the benefit of which is 
the development of relevant industry indicators 
for assessing sustainable development, the use of 
information resources and big data technology, 
and ensuring regular diagnosis of the industry in 
the context of the ongoing transformation of the 
national economy.

According to the results of the 2020 
monitoring, there was a decline in the 
sustainable development of the Russian 
electronics industry, as evidenced by high 
volatility and a decrease in the growth rates of 
key financial indicators. Among the positive 
aspects, assets grew by 10.7%, equity by 9.39% 
and equity, intangible assets, research and 
development by 9.61%. At the same time, there 
is no real (taking into account inflation) growth 
in revenue, net profit, labor productivity, or 
average wage. This reflects the impact of a 
pandemic, global stagnation, disturbances in 
supply chains, insufficient investment and 

government support. Only in 2021–2022 did 
integrated development with the ICT sector 
and actual budget financing, tax incentives, 
and active import substitution provide 
beneficial results. Although institutional and 
financial-economic processes are quite inertial, 
already in 2023, we can discuss the growth 
and sustainability of the development of the 
industry in a number of key directions of the 
strategy: exceeding other industries growth 
in 2022 10 in the field of computer, electronic 
and optical production; growth of the 
business confidence index, improved business 
reputation from the ESG responsibility position. 
For January-November 2022 compared to 2021, 
there is an increase in the volume of own 
production by 11.4% (in computer software 
development by 30.3%), wage growth by 14.4%.

The theoretical significance of the study 
is to develop and adapt the methodology of 
industry analysis to the specifics and needs of 
the monitoring of the electronic industry in 
order to ensure the sustainable development 
of the industry as a whole. The practical results 
represent value for the professional Association 
of organizations of the radio-electronic 
industry of Russia, state regulators and private 
investors interested in operational information 
on the state and trends of development of the 
industry. Further research on the development 
of monitoring methodology will be aimed at 
increasing the scope of the companies surveyed, 
grouping and studying their business models 
in more depth, and also developing forecasting 
models to justify the selection of the most 
effective companies for public procurement, 
forms of R&D financing, and industry 
development support.

10 URL: https://rosstat.gov.ru/storage/mediabank/osn-11–
2022.pdf (accessed on 02.02.2023).

ReFeReNCes
1.  Glazyev S. Yu. Global transformations from the perspective of technological and economic world order 

change. AlterEconomics. 2022;19(1):93–115. (In Russ.). DOI: 10.31063/AlterEconomics/2022.19–1.6
2.  Porfiryev B. N., Shirov A. A., Uzyakov M. N., Gusev M. S., Shokin I. N. The main directions of socio-economic 

development of Russia in 2020–2024 and for the period up to 2035. Studies on Russian Economic Development. 
2020;31(3):245–253. (In Russ.: Problemy prognozirovaniya. 2020;(3):3–15.).

CORPORATE FINANCE



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru 197

3.  Ivanter V. V., Porfiryev B. N., Sorokin D. E., Eskindarov M. A., Maslennikov V. V., Shirov A. A. et al. How to 
boost the development of the Russian economy: Priority actions (suggestions for the main activities of 
the state until 2024). Finance: Theory and Practice. 2018;22(S 7):4–15. DOI: 10.26794/2587–5671–2018–
0–0–4–15

4.  Bodrunov S. D. Reindustrialization of the economy as a strategic priority of Russia’s development. Ekonomika 
kachestva. 2014;(8):95–104. (In Russ.).

5.  Cherkasova V. A., Slepushenko G. A. The impact of digitalization on the financial performance of Russian 
companies. Finance: Theory and Practice. 2021;25(2):128–142. DOI: 10.26794/2587–5671–2021–25–2–128–
142

6. Artemenko D. A., Zenchenko S. V. Digital technologies in the financial sector: Evolution and major 
development trends in Russia and abroad. Finance: Theory and Practice. 2021;25(3):90–101. DOI: 
10.26794/2587–5671–2021–25–3–90–101

7.  Ganichev N. A., Koshovets O. B. Rethinking Russian digital economy development under sanctions. Studies on 
Russian Economic Development. 2022;33(6):645–654. DOI: 10.1134/S 1075700722060041 (In Russ.: Problemy 
prognozirovaniya. 2022;(6):94–108. DOI: 10.47711/0868–6351–195–94–108).

8.  Abdrakhmanova G. I., Vasil’kovskii S.A., Vishnevskii K. O. et al. Digital economy 2022: Brief stat. coll. Moscow: 
NRU HSE; 2022. 124 p. (In Russ.).

9.  Batkovsky A. M., Turko N. I., Fomina A. V. Controlling the diversification of the military-industrial complex 
enterprises. Kontrolling = Controlling. 2020;(1):2–11. (In Russ.).

10.  Kleiner G. B. Industrial ecosystems: Foresight. Ekonomicheskoe vozrozhdenie Rossii = Economic Revival of Russia. 
2018;(2):53–62. (In Russ.).

11.  Brander J. A., Du Q., Hellmann T. The effects of government-sponsored venture capital: International 
evidence. Review of Finance. 2015;19(2):571–618. DOI: 10.1093/rof/rfu009

12.  Loseva O. V., Fedotova M. A., Bogatyreva V. V. Impact of the value of intangible assets on the capitalization 
of food retailers for their sustainable growth. Finance: Theory and Practice. 2021;25(4):48–63. DOI: 
10.26794/2587–5671–2021–25–4–48–63

13.  Makeeva E. Yu., Ivashkovskaya I. V., Ruzhanskaya L. S., Popov K. A. Relationship between regional socio-
economic development and corporate ratings of Russian companies. Ekonomika regiona = Economy of Regions. 
2021;17(1):86–102. (In Russ.). DOI: 10.17059/ekon.reg.2021–1–7

14.  Freytag S., Berners-Lee M., C. Widdicks K. et al. The real climate and transformative impact of ICT: A critique 
of estimates, trends, and regulations. Patterns. 2021;2(9):100340. DOI: 10.1016/j.patter.2021.100340

15.  Kogdenko V. G., Kazakova N. A., Sanzharov A. A. Monitoring the implementation of the strategy for 
development of the electronics industry of the Russian Federation. Studies on Russian Economic Development. 
2021;32(6):683–688. DOI: 10.1134/S 1075700721060071 (In Russ.: Problemy prognozirovaniya. 2021;(6):135–
143. DOI: 10.47711/0868–6351–189–135–143).

16.  Solomennikova E. A., Lugacheva L. I., Musatova M. M. The strengthening of economic position of Russian 
electronics: Mechanisms and capabilities. Zhurnal Sibirskogo federal’nogo universiteta. Seriya: Gumanitarnye 
nauki = Journal of Siberian Federal University. Humanities and Social Sciences. 2020;13(11):1840–1852. DOI: 
10.17516/1997–1370–0688

17.  Dudin M. N., Shkodinsky S. V. Challenges and threats of the digital economy to the sustainability of the 
national banking system. Finance: Theory and Practice. 2022;26(6):52–71. DOI: 10.26794/2587–5671–2022–
26–6–52–71

N. A. Kazakova, V. G. Kogdenko



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru  198

aboUt the aUthoRs

Natalia A. Kazakova —  Dr. Sci. (Econ.), Prof., Plekhanov Russian University of 
Economics, Moscow, Russia
https://orcid.org/0000-0003-1499-3448
Corresponding author:
axd_audit@mail.ru

Vera G. Kogdenko —  Dr. Sci. (Econ.), Assoc. Prof., Head of the Department of 
Financial Management, National Research Nuclear University “MEPhI”, Moscow, 
Russia
https://orcid.org/0000-0001-9732-1174
vgkogdenko@mephi.ru

Conflicts of Interest Statement: The authors have no conflicts of interest to declare.

The article was submitted on 31.01.2023; revised on 28.02.2023 and accepted for publication on 
26.03.2023.
The authors read and approved the final version of the manuscript.

N. A. Kazakova, V. G. Kogdenko



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru 199

ORIGINAL PAPER

DOI: 10.26794/2587-5671-2023-27-6-199-210
UDC 33.336.6(045)
JEL G32, О16

The Influence of the Competence Component 
of Intellectual Capital and Financial Efficiency 
on the Capitalization of Russian Manufacturing 
Companies

Yu. Yu. savchenko
Altai State University, Barnaul, Russia

abstRaCt
The object of the study is Russian industrial companies whose shares are traded on the Moscow Exchange. The study’s 
subject is financial and financial connections in the field of using intellectual capital’s competence component as an 
important factor in business growth. The relevance of the study is important for the increasing role of intellectual capital 
and its components as a determining factor in business growth, as well as the need to identify new determinants that 
influence company capitalization. In the context of overcoming the consequences of sanctions, intellectualization and 
digitalization of the economy, the problem of the study of the dependency of the capitalization of Russian companies 
on the state of the components of intellectual capital is significantly updated. The purpose of the study is to assess and 
model the impact of the competence component of intellectual capital and financial efficiency on the capitalization of 
Russian manufacturing companies. Methods of comparative and statistical analysis, calculation of financial and economic 
indicators, correlation and regression analysis, and the Farrar-Glauber test were used. According to correlation analysis, 
the capitalization of Russian public companies in the production sector is influenced by an internal factor such as patent 
activity. The constructed multifactor linear regression model allows for the conclusion that a 1% increase in the number 
of patents raises the company’s market capitalization by 1.23% while all other factors remain constant. It is concluded 
that in the Russian market the importance of material assets as a factor in business growth significantly prevails over 
the influence of the competence component of intellectual capital. Recommendations are given, the implementation of 
which in the practice of Russian manufacturing companies will maximize their capitalization by taking into account the 
financial and economic advantages from the use of the competence component of intellectual capital.
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iNtRodUCtioN
The relevance of the study of the influence 
of the competent component of intellectual 
capital on the financial and economic 
indicators of the activities of Russian 
industrial companies is due to a number of 
socio-economic and political trends.

First, the transition from a “material” 
e co n o m y  t o  a  d i g i t a l  o n e  b a s e d  o n 
an  inte l l igent  component  requires  a 
corresponding transformation of business 
processes. Companies that invest in the 
formation and development of organizational 
competencies get a competitive advantage. 
Competence is increasingly important in the 
development of both intellectual capital and 
business as a whole.

Second, innovation diffusion and supply 
of high-tech products have declined sharply 
in the sanctions area due to the breakdown 
of partnerships and disturbance of logistics. 
This greatly restricts economic development 
and requires a reorientation from the use of 
foreign intelligent products and technology 
to other sources. There is an increasing 
need to develop and implement one’s own 
innovations. Competitive development of the 
Russian economy’s industrial sector will be 
possible only if the competence component 
of intellectual capital is effectively developed 
and used.

Intellectual capital (IC) presupposes 
a specific asset capable of creating value. 
Traditionally, the structure of the IC is divided 
into three components: organizational, 
structural and human capital [1]. Economic 
transformations resulted in a modification 
in the structure of intellectual capital. As 
structural elements, it is advisable to identify 
three groups of capitalizable components 
of intellectual capital: competence, digital 
and convergent. The competence component 
is the driver of the development of others, 
allowing them to change business models and 
facilitating the search for innovative solutions.

M. A. Eskindarov examined intellectual 
capital through a view of the characteristics 

that form human capacities [2]. In the 
digital economy, there is an increase in the 
involvement of the intellectual and innovative 
component in financial  and economic 
circulation. New forms of human capital 
are being formed, which allows us to talk 
about the need to allocate the competence 
component within the IC. If human capital is 
only partially separated from the individual, 
competitiveness is organizational competence, 
which is one of the defining assets of the 
company. Competence capital is intangible 
knowledge resources that are transformed 
into unique, innovative assets.

The purpose of the study is to evaluate 
and model the impact of the competitiveness 
component of intellectual capital and 
financial effectiveness on the capitalization of 
Russian industrial companies.

The scientific hypothesis of the study is as 
follows: competency capital as a component 
of intellectual capital has a positive impact on 
the capitalization of industrial companies.

liteRatURe ReVieW
The role of IC in improving the sustainability 
of modern companies and its impact on 
financial and economic results is reflected in 
the scientific literature on both a theoretical 
and practical basis. In particular, according 
to N. Bontis, W. C. Keow and S. Richardson, 
there is a difference between the company’s 
balance sheet and market value, which can 
be explained by the profile of intellectual 
capital [3]. The authors of the evaluation of 
107 Malaysian companies argued that there 
is a close relationship between IC and the 
results of the company, regardless of industry 
affiliation. In turn, J. Xu and J. Li, having 
examined the role of IC components in high-
tech and low-tech industrial companies 
(respective 116 and 380 observation objects), 
concluded that there was a positive correlation 
between IC and financial indicators in both 
sectors. [4].

Companies have three components of IC: 
tangible (physical), financial and intangible 
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(intellectual). Despite the fact that intellectual 
capital is intangible and difficult to measure, 
it is in the modern economy that it becomes 
a key factor for sustainable growth and 
value formation of companies. Issues of 
the influence of IC on the market value and 
financial performance of companies are 
discussed in the papers [5–9]. According to 
A. Riahi-Belkaoui, if the market is efficient, 
investors will value companies with highly 
developed intellectual capital more [10].

It is important to note that research in 
the scientific literature has been provided 
that allows us to discuss the detrimental 
influence of IC on the financial results of 
company activities. Thus, an analysis of 96 
Greek companies listed on the Athens Stock 
Exchange (ASE), from four different sectors 
of the economy observed over a three-year 
period, revealed a statistically significant 
link only between human capital efficiency 
and financial indicators [11]. F. Sardo and 
Z. Serrasqueiro’s study of the impact of IC on 
the financial performance of Malaysia’s 41st 
construction company revealed a positive 
impact on the performance of capital-only 
companies [12]. In the paper by P. Puntilla [13], 
there is no significant influence of IC on the 
performance of companies [13].

Special attention in the scientific literature 
is given to the management of the knowledge 
component [14, 15]. Competent capital is 
becoming increasingly important in a modern 
knowledge-based economy. According 
to K. Wiig, the purpose of  knowledge 
management is to maximize its effectiveness 
and profit from it by constantly updating 
knowledge [9]. Individual and collective 
knowledge is an important factor in business 
growth in the modern economy. As noted by 
C. Diebolt and R. Hippe, the long-term impact 
of the knowledge component on present 
innovation and economic development must 
be considered [16]. After analyzing more than 
5 000 French industrial companies, E. Kremp 
and J. Mairesse empirically established that 
when the intensity of knowledge management 

increases by 1%, the tendency to innovate 
increases by 4% and productivity increases by 
3% [17].

The most  notable  of  the papers  by 
Russian authors should be the studies of 
Т. Andreeva and Т. Garanina, А. А. Bykova and 
М. А. Molodchik, E. R. Baiburina, М. А. Fedotova 
and  О. V. Loseva , N. R . Ke lchevskaya , 
S. S. Rustam [18–21].

One of the first studies in the national 
scientific literature devoted to the question of 
the analysis of the impact of IC on the results 
of companies was the paper of T. A. Garanina, 
in which the impact on the market value of 
the shares of Russian companies of tangible 
assets and three components of intellectual 
capital is justified on the data of the Russian 
market [22].

The positive relationship between profits 
and returns from IC is established in the 
study of A. A. Bykova and M. A. Molodchik on 
the basis of a sample of 115 companies in 
the Perm region [23]. The conclusion about 
the significant influence of IC on the growth 
of fast-growing companies and the lack of 
significant dependence for slow-growing 
companies is supported in the paper by 
S. S. Rustam [24].

In general, it is necessary to note that, 
despite the presence of individual papers 
in the domestic scientific literature devoted 
to issues of empirical justification of the 
influence of IC on the results of activity and 
cost of Russian companies, the issues of 
interrelationship with individual components 
of IC did not receive proper development. 
This is what determines the relevance and 
necessity of study in this field.

MateRials aNd Methods
The theoretical basis of the study were the 
papers of Russian and foreign scientists devoted 
to the evaluation of the value of the business 
[24–26], the intellectual capital of companies 
[22, 23, 27–29], as well as the paper revealing 
the influence of intangible components on 
the cost of business, including corporate 
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governance [30, 31], value of intangible assets 
[32], R&D costs [33], network capital [34], 
competences and dynamic abilities [35].

The information base of the study consisted of 
regulatory and legal documents, data from official 
statistics, and materials from internal company 
reports. In conducting the study, data from the 
information and analytical database of SPARK 
and the financial portal Smart-Lab were used.

Statistical and comparative analytic 
methodologies were used to conduct research 
on financial and economic indicators of 
company activities [36–38].

The multi-factor correlation-regression 
analysis was used to identify the indicators 
t h a t  h a v e  t h e  l a r g e s t  i n f l u e n c e  o n 
capitalization, as well as to determine the 
type of dependency between the variables to 
be investigated [38, 39].

The company’s competence capital is 
reflected in the results of intellectual activity, 
including inventions and useful models. The 
increasing role of innovation as a key factor 

of sustainable business development allows 
to view patent activity as an indicator of the 
state of the complementary component in 
the IC. The number of inventions and utility 
models (patents) is one of the significant 
manifestations of the competence component. 
Since the results of intellectual activity, 
according to FSBU 14/2022 “Intangible Assets” 1 
are reflected exclusively in cost value due 
to the absence of an active market for most 
intangible assets (IAs), this indicator will also 
be considered as a result of the competence 
component.

ResUlts oF the stUdY
intellectual Capital of Russian Companies

Costs of innovative activities in the period 
2015–2021 overall in the Russian Federation 

  Order of the Ministry of Finance of Russia from 30.05.2022 
No. 86n “On approval of the Federal Standard of Accounting of 
FSB 14/2022 “Intangible Assets”. URL: http://publication.pravo.
gov.ru/ Document/View/0001202206280008?ysclid=lpwcowkl
dl36860099 (accessed on 28.09.2923).
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Fig. 1. dynamics of indicators of innovative activity of Russian Companies, Mln Rubles
Source: Rosstat data, gks.ru.
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had a trend of growth (197.71%), as well as the 
indicator of the volume of shipped innovative 
goods, works and services (156.2%) (Fig. 1). 
But the level of innovation activity of Russian 
companies is not characterized by a sustained 
positive trend.

As a negative trend characterizing the 
unsatisfactory level of development of the 
competence component of intellectual capital, 
it is worth noting the decrease of the share of 
Russian companies in the capitalization of the 
world market. According to a review published 
annually by the Swiss investment bank 
Credit Suisse, if in 1899 the share of Russian 
companies in the world market capitalization 
was 5.9% (5th place in the value of companies), 
then in 2022 they fell only into the category 

“other” 2 (Fig. 2).
The innovation act ivity  of  Russian 

companies, which is characterized primarily 
by competency capital, is significantly 
inferior to the indicators of the leading 
countries across the entire spectrum of 
economies. In the Global Knowledge Index 
(GKI), determined annually since 2017, 

2 Credit Suisse Global Investment Returns Yearbook 2022 
Summary Edition. URL: https://www.credit-suisse.com/media/
assets/corporate/docs/about-us/research/publications/credit-
suisse-global-investment-returns-yearbook-2022-summary-
edition.pdf (accessed on 28.09.2923).

Russia’s position in the ranking has fallen to 
52nd place, which is comparable to countries 
such as Romania, Malaysia, Egypt, Oman, 
Chile, Uruguay, Greece, Bahrain, Saudi 
Arabia, Costa Rica (Table 1).3

The analysis of the competence component 
of IC of Russian companies allows to speak 
of insufficient level of its development. For 
this reason, the capitalization of Russian 
companies is significantly lower than that 
of foreign companies. The management of 
Russian companies does not consider IC and 
its components as a factor that allows to 
increase market value.

Correlation and Regression analysis 
of the Impact of Competent Capital on the 

Capitalization of Russian industrial Companies
We will examine the impact of the identified 
indicators (patent activity and IA) on 
the capitalization of Russian industrial 
companies, as well as develop a dependency 
regression model. The data were collected 
for 24 companies leading in patentability, but 
their composition was adjusted to build a 
balanced model. Only those companies were 
included in the sample for which observations 

3 Global Knowledge Index (GKI). URL: https://ru.knoema.com/
aomssce/global-knowledge-index (accessed on 03.04.2023).

Fig. 2. Relative sizes of World stock Markets, end-1899 (a) Versus start-2022 (b)
Source: Compiled by the author based on data from Credit Suisse Global Investment Returns Yearbook 2022 Summary Edition. URL: 

https://www.credit-suisse.com/media/assets/corporate/docs/about-us/research/publications/credit-suisse-global-investment-returns-

yearbook-2022-summary-edition.pdf (accessed on 05.11.2023).
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were obtained at each given time for all the 
indicators analysed. Fuel and energy complex 
companies were also excluded from the 
sample.

Despite  the fact  that  metal lurgy is 
traditionally classified as low-tech, leading 
companies in the industry are showing 
suff ic ient  innovation activity. Public 
companies representing medium- and 
high-tech industries (aerospace, general 
mechanical engineering, chemical industry) 
h a ve  a  l ow  s h a r e  o f  t h e  t ot a l  M O E X 
capitalization.

In the f irst  phase of  the study, the 
patent activity, the absolute value and the 
share of NMA in the non-current assets of 

the companies under investigation were 
analysed.

The largest number of patent leaders in 
the sample included in the metallurgy and 
chemical industries (Fig. 3).

A comparative analysis of the absolute 
value of IA and their share in non-current 
assets has led to the conclusion that among 
the PJSCs operating in the field of production, 
the leaders in absolute size of the IA are 

“Nizhnekamskshina” and “Alrosa”. Analysis 
of the indicator of the size and share of 
IA, by which you can “see” intellectual 
capital in traditional financial reporting, 
allowed to conclude, first, the existence of 
problems with the reflection of the intangible 

Table 1
Position of Individual Countries in the Global Knowledge Index (GKI) in 2020–2022

Country Country rank 
in 2022 Value of the Global Knowledge index

2018 2019 2020 2021 2022

USA 1 68.5 69.7 71.1 69.9 68.4

Switzerland 2 72.7 73.2 73.6 71.9 68.3

Sweden 3 68.6 69.1 70.6 70.0 67.0

Finland 4 68.8 69.7 70.8 69.7 66.9

Ireland 20 65.7 69.4 66.1 63.7 61.1

Singapore 12 67.9 69.2 69.2 68.0 63.3

Denmark 7 65.3 67.6 68.3 68.5 66.0

UK 9 66.5 67.5 68.1 68.9 63.9

Norway 8 64.7 65.3 66.1 68.1 64.2

Iceland 14 64.4 64.7 65.2 67.0 62.9

UAE 25 61.9 63.7 66.1 63.1 58.9

Luxembourg 6 68.3 69.1 69.5 67.3 66.1

Germany 11 64.4 64.6 66.2 66.6 63.6

China – 54.0 53.7 57.4 59.2 –

Russia 52 51.7 46.0 45.0 51.7 48.1

Source: Compiled by the author based on data from the Global Knowledge Index (GKI).
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component in the reporting and, secondly, the 
underestimation of Russian companies the 
role of IC as a source of value creation.

Analysis of the correlation between the 
time series of the number of patents and 
capitalization as a resulting indicator revealed 
a high degree between variables (correlation 
factor of 0.76). There is a close correlation 
between the IA balance sheet value and 
corporate capitalization, as the correlations 
are in the range 0.5-0.7 (r = 0.66).

The capitalization of companies is also 
influenced by factors related to material and 
financial capital. To clarify the contribution 
to the capitalization of Russian industrial 
companies of the competence component 
and its correlation with the influence of 
material capital, build a multi-factor model 
of regression. As variables characterizing 
the impact of physical and financial capital 
on capitalization, we will analyze the return 
on assets and EBITDA. For the valuation of 

intellectual capital, most often we use Tobin’s 
ratio (q), which will also be considered an 
influence variable.

A multi-factor correlation study was used to 
identify the financial and economic elements 
that have the greatest influence on company 
market capitalization (Table 2).

From the evaluation of  the results 
obtained, it can be concluded that of all 
the factors studied, the value indicator 
IA has the closest relationship with the 
resulting indicator (market capitalization) 
(R = 0.66), return on assets (R = 0.93), EBITDA 
profitability (R = 0.98). A marked correlation is 
observed with patent activity (R = 0.76). The 
relationship between capitalization and the 
Tobin’s ratio (q) is weak or moderate (R < 0.5), 
respectively, and this variable may be excluded 
from further consideration.

In the matrix, there are pairs of correlation 
ratios between independent variables 
greater than 0.7, indicating the presence 
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Fig. 3. Indicators of Patent Activity of Russian Manufacturing Companies
Source: Compiled by the author based on data from the Spark reference and analytical system.
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of multicollinearity. The determinant of 
the inter-factor matrix of R correlations 
(det[R] = 0.0001), found using the MDETERM 
function, is close to zero. We can make an 
assumption of the general multicollinearity 
of the entire set of explanatory variables. The 
Farrar-Glauber multicollinearity test was 
carried out. The observed value of Farrar-
Glauber (FG) was 53.25. The actual value is 
compared to the table value (18.3) of the χ2 
criterion with a degree of freedom (10) and 
a level of significance α = 0.05. The observed 
value is greater than the table, respectively, 
in the array of explanatory variables, which 
presents multicollinearity.

Since the analysis  of  the matrix of 
multicollinearity correlation pairs showed 
that EBITDA profitability is most strongly 
interrelated with the rest of the explanatory 
variables, let us exclude it from further 
analysis.

Build a  three-factor  model  of  their 
influence by taking into account the factors 
most closely connected with capitalization —  
the value of intangible assets, return on 
assets, and patent activity. The results of 

the regression analysis are presented in the 
Table 3.

Table 3  shows that the three-factor 
equation has statistically significant ratios 
for two factors: return on assets and patent 
activity. These factors are statistically 
significant. Variable (X1) profit per share and 
free member are insignificant (p- value > 0.05). 
Excluding the variable X1 from the analysis, we 
get the following model:

Y = 23.65 × X2 + 1.23 × X3,

where Y —  capitalization of the company; X2 —  
return on assets; X3 —  patent activity.

T h e  d e t e r m i n a t i o n  f a c t o r  fo r  t h e 
two-factor model is approximately 97%, 
indicating that the quality of the model 
has improved, and that the change in the 
resulting feature by 97% is due to changes 
in the explanatory variables (return on 
assets and patent activity).

CoNClUsioN
As a result of the hypothesis’s example, 
specific conclusions can be drawn: market 

Table 2
Values of the Correlation Coefficient (R) Based on the Results of Multivariate  Correlation Analysis

indicator ia Roa ebitda margin Patent activity tobin’s 
ratio (q)

Capitaliza-
tion

IA 1

ROA 0.77 1

EBITDA margin 0.68 0.89 1

Patent activity 0.46 0.51 0.79 1

Tobin’s ratio (q) –0.1 –0.01 0.44 0.60 1

Capitalization 0.66 0.93 0.98 0.76 0.32 1

Source: Compiled by the author.

CORPORATE FINANCE



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru 207

capitalization is acceptable as a comprehensive 
indication of investment attractiveness 
impacted by an intellectual capital component 
such as patent activity. Nevertheless, in the 
Russian market, the influence of tangible 
assets’ fundamental value on the company’s 
capitalization exceeds the importance of the 
ICT competence component.

The model obtained makes it possible 
to conclude that patent activity leads to 
capitalization growth and correlates strongly 
with other financial indicators of the company’s 
activity.

For this sample of Russian companies, the 
presence of a close correlation between market 
capitalization and the number of patents may 
not be evident. The results for the investigated 
data set of companies allow for a development 
of recommendations on the management of 
intellectual capital components in order to 
improve capitalization:

•  intellectual capital components should 
be considered as variables in improving market 
capitalization and sustaining long-term viability;

•  patent activity is an internal non-
financial  factor for increasing market 
capitalization;

•  necessary to assess existing patents in 
terms of their value-added impact and to 
disclose relevant information;

•  require not only to include the develop-
ment of intellectual capital components, in-
cluding patent and publishing activity, the 
number of hours of training, the availabil-
ity of digital duplicates, the involvement in 
digital and networking interactions, etc., but 
also to ensure that relevant reporting is de-
veloped;

•  formulate a portfolio of objects based 
on individual components of intellectual 
capital and assess the potential benefits from 
them based on the needs of the company, 
consumers, and the market as a whole.

Following the recommendations based on 
the study’s conclusions will contribute to the 
long-term development of Russian industrial 
companies  and improve their  market 
capitalization.

ReFeReNCes
1.  Edvinsson L., Malone M. Intellectual capital: Realizing your company’s true value by finding its hidden 

brainpower. New York, NY: HarperBusiness; 1997. 240 p. (Russ. ed.: Edvinsson L., Malone M. Intellektual’nyi 
kapital. Opredelenie istinnoi stoimosti kompanii. In: Inozemtsev V. L., ed. Novaya postindustrial’naya volna 
na Zapade. Antologiya. Moscow: Academia; 1999:429–447).

2.  Eskindarov M. A. Development of corporate relations in the modern Russian economy. Moscow: Respublika; 
1999. 302 p. (In Russ.).

3.  Bontis N., Keow W. C.C., Richardson S. Intellectual capital and business performance in Malaysian industries. 
Journal of Intellectual Capital. 2000;1(1):85–100. DOI: 10.1108/14691930010324188

Table 3
Fragment of the Three-Factor Regression Analysis Protocol

Variable Coefficient standard error t-statistic P-value

Y- cross 79.0506929 100.9913629 –3.01066036 0.0948841

Variable X1 1.920973225 0.538378486 1.710642697 0.22927588

Variable X2 23.64728178 4.16381638 6.887258988 0.0204377

Variable X3 1.23065141 1.354525812 0.806215223 0.04784121

Source: Compiled by the author.

Yu. Yu. Savchenko



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru  208

4.  Xu J., Li J. The impact of intellectual capital on SMEs’ performance in China: Empirical evidence from non-high-
tech vs. high-tech SMEs. Journal of Intellectual Capital. 2019;20(4):488–509. DOI: 10.1108/JIC-04–2018–0074

5.  Firer S., Williams S. M. Intellectual capital and traditional measures of corporate performance. Journal of 
Intellectual Capital. 2003;4(3):348–360. DOI: 10.1108/14691930310487806

6.  Ginesti G., Caldarelli A., Zampella A. Exploring the impact of intellectual capital on company reputation and 
performance. Journal of Intellectual Capital. 2018;19(5):915–934. DOI: 10.1108/JIC-01–2018–0012

7.  Chen M.-C., Cheng S.-J., Hwang Y. An empirical investigation of the relationship between intellectual capital 
and firms’ market value and financial performance. Journal of Intellectual Capital. 2005;6(2):159–176. DOI: 
10.1108/14691930510592771

8.  Ali S., Murtaza G., Hedvicakova M., Jiang J., Naeem M. Intellectual capital and financial performance: A 
comparative study. Frontiers in Psychology. 2022;13:967820. DOI: 10.3389/fpsyg.2022.967820

9.  Wiig K. M. Knowledge management: An introduction and perspective. Journal of Knowledge Management, 
1997;1(1):6–14. DOI: 10.1108/13673279710800682

10.  Riahi-Belkaoui A. Intellectual capital and firm performance of US multinational firms: a study of 
the resource-based and stakeholder views. Journal of Intellectual Capital. 2003;4(2):215–226. DOI: 
10.1108/14691930310472839

11.  Maditinos D., Chatzoudes D., Tsairidis C., Theriou G. The impact of intellectual capital on firms’ 
market value and financial performance. Journal of Intellectual Capital. 2011;12(1):132–151. DOI: 
10.1108/14691931111097944

12.  Sardo F., Serrasqueiro Z. A European empirical study of the relationship between firms’ intellectual capital, 
financial performance and market value. Journal of Intellectual Capital. 2017;18(4):771–788. DOI: 10.1108/
JIC-10–2016–0105

13.  Puntillo P. Intellectual capital and business performance. Evidence from Italian banking industry. 
Korporativnye finansy = Journal of Corporate Finance Research. 2009;3(4):97–115. DOI: 10.17323/j.jcfr.2073–
0438.3.4.2009.96–115

14.  Andriana D. Pengaruh Intellectual capital Terhadap Kinerja Keuangan Perusahaan. Jurnal Riset Akuntansi dan 
Keuangan. 2014;2(1):251–260. DOI: 10.17509/jrak.v2i1.6578

15.  Suseno N. S., Hermina T., Ramdhani A., Utari L. The impact of intellectual capital on financial performance. 
International Journal of Recent Technology and Engineering (IJRTE). 2019;8(1S):359–365. URL: https://www.
ijrte.org/wp-content/uploads/papers/v8i1S/A10520581S 19.pdf

16.  Ruggeri G. C., Yu W. On the dimensions of human capital: An analytic framework. Department of Economics. 
University of New Brunswick. Working Paper Series. 2020;(05). URL: https://unbscholar.dspace.lib.unb.ca/
server/api/core/bitstreams/6e0c7b08–3252–4d8c-b642-ce60363155fe/content

17.  Diebolt C., Hippe R. The long-run impact of human capital on innovation and economic growth in the regions 
of Europe. Applied Economics. 2019;51(5):542–563. DOI: 10.1080/00036846.2018.1495820

18.  Kremp E., Mairesse J. Knowledge management in the manufacturing industry. Les 4 Pages des statistiques 
industrielles. SESSI, DiFITIP, Ministère de l’Economie, des Finances et de l’Industrie. 2002;(169).

19.  Andreeva T., Garanina T. Intellectual capital and its impact on the financial performance of Russian 
manufacturing companies. Foresight and STI Governance. 2017;11(1):31–40. DOI: 10.17323/2500–
2597.2017.1.31.40 (In Russ.: Forsait. 2017;11(1):31–40).

20.  Baiburina E. R. Methods for analyzing intellectual capital for modern sustainable development of a company. 
Korporativnye finansy = Journal of Corporate Finance Research. 2007;1(3):85–101. (In Russ.). DOI: 10.17323/j.
jcfr.2073–0438.1.3.2007.85–101

21.  Fedotova M. A., Loseva O. V. Cost of business and intellectual capital. In: Trachuk A. V., Linder N. V., Prokof’ev 
S. E. Sustainability management. St. Petersburg: Real’naya ekonomika; 2015:309–319. (In Russ.).

22.  Degles H. S.M., Kelchevskaya N. R. The impact of intellectual capital on performance and investment 
attractiveness of Russian companies. Journal of Applied Economic Research. 2021;20(1):110–132. (In Russ.). 
DOI: 10.15826/vestnik.2021.20.1.005

CORPORATE FINANCE



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru 209

23.  Garanina T. A. Intellectual capital of an organization as a factor in creating business value: Definition, 
assessment and management. Cand. econ. sci. diss. Synopsis. St. Petersburg: St. Petersburg State University; 
2009. 25 p. (In Russ.).

24.  Bykova A. A., Molodchik M. A. The influence of intellectual capital on the results of the company’s activities. 
Vestnik Sankt-Peterburgskogo universiteta. Menedzhment = Vestnik of Saint Petersburg University. Management 
Series. 2011;(1):27–55. (In Russ.).

25.  Sattorzoda S. R. Research of the efficiency of intellectual capital as a growth of Russian companies. Aziatsko-
Tikhookeanskii region: ekonomika, politika, pravo = Pacific Rim: Economics, Politics, Law. 2023;25(2):15–26. 
(In Russ.). DOI: 10.24866/1813–3274/2023–2/15–26

26.  Ahonen G. Generative and commercially exploitable intangible assets. In: Gröjer J. E., Stolowy H., eds. 
Classification of intangibles. Jouy-en Josas: Groupe HEC; 2000:206–213.

27.  Koller T., Goedhart M., Wessels D. Valuation: Measuring and managing the value of companies. 7th ed. 
Hoboken, NJ: John Wiley & Sons, Inc.; 2020. 896 p.

28.  Normann R., Ramírez R. From value chain to value constellation: Designing interactive strategy. Harvard 
Business Review. 1993;71(4):65–77. (Russ. ed.: Normann R., Ramírez R. Ot tsepochki sozdaniya stoimosti 
k sozvezdiyu stoimosti. Razrabotka interaktivnoi strategii. In: Postroenie tsepochki sozdaniya stoimosti. 
Moscow: Alpina Business Books; 2007:186–220).

29.  Kokh L. V., Kokh Yu.V., Daneykin Yu. V. Valuation of intellectual capital: An investor’s view. Ekonomika. 
Informatika = Economics. Information Technologies. 2022;49(4):693–706. (In Russ.). DOI: 10.52575/2687–0932–
2022–49–4–693–706

30.  Katulskij E. D., Bespalova N. A. Methodological approaches and challenges in assessing the value of 
intellectual capital. MIR (Modernizatsiya. Innovatsii. Razvitie) = MIR (Modernization. Innovation. Research). 
2016;7(4):84–88. (In Russ.). DOI: 10.18184/2079–4665.2016.7.4.84.88

31.  Kosorukova O. D. Analyzing the impact of corporate governance factors on enterprise value and capitalization. 
Daidzhest-finansy = Digest Finance. 2021;26(3):291–309. (In Russ.). DOI: 10.24891/df.26.3.291

32.  Kuzmin E. A., Ibragimova L. A., Bautina E. V. The role of neuromanagement in the management of modern 
companies. Tsifrovaya i otraslevaya ekonomika. 2022;(1):13–21. (In Russ.).

33.  Loseva O. V., Fedotova M. A., Bogatyreva V. V. Impact of the value of intangible assets on the capitalization 
of food retailers for their sustainable growth. Finance: Theory and Practice. 2021;25(4):48–63. DOI: 
10.26794/2587–5671–2021–25–4–48–63

34.  Chernova O. A., Mikhaylova E. L. The cost of research as a factor of development potential of capitalizing high-
tech companies. Azimut nauchnykh issledovanii: ekonomika i upravlenie = ASR: Economics and Management 
(Azimuth of Scientific Research). 2019;8(1):226–228. (In Russ.). DOI: 10.26140/anie-2019–0801–0050

35.  Ustyuzhanina E. V., Evsukov S. G., Komarova I. P. Value chains: problems of formation and governance. 
Menedzhment i biznes-administrirovanie = Management and Business Administration. 2019;(3):132–150. DOI: 
10.33983/2075–1826–2019–3–132–150

36.  Molodchik M. A. Managing the knowledge potential of an organization: Methodology and practice. Doct. econ. 
sci. diss. Synopsis. Perm: Perm National Research Polytechnic University; 2021. 39 p. (In Russ.).

37.  Lapo V. Methods and models for assessing value in economic decision-making and management. Moscow: 
Litres; 2023. 218 p. (In Russ.).

38.  Plaskova N. S., Prokofieva E. V. Modern trends of development of economic analysis methods. Uchet. Analiz. 
Audit = Accounting. Analysis. Auditing. 2019;6(2):47–51. (In Russ.). DOI: 10.26794/2408–9303–2019–6–2–
47–51

39.  Orlov A. I. Probability-statistical models of correlation and regression. Politematicheskii setevoi elektronnyi 
nauchnyi zhurnal Kubanskogo gosudarstvennogo agrarnogo universiteta = Scientific Journal of KubSAU. 
2020;(160):130–162. (In Russ.). DOI: 10.21515/1990–4665–160–011

Yu. Yu. Savchenko



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru  210

aboUt the aUthoR

Yuliya Yu. Savchenko —  Assistant Prof., Department of the State and Municipal 
Administration and Law, Rubtsovsk Institute (branch), Altai State University, 
Barnaul, Russia
https://orcid.org/0000-0002-5121-5680
savtenko@rb.asu.ru

Conflicts of Interest Statement: The author has no conflicts of interest to declare.

The article was submitted on 23.10.2023; revised on 23.11.2023 and accepted for publication on 
26.11.2023.
The author read and approved the final version of the manuscript.

Yu. Yu. Savchenko



FINANCE: THEORY AND PRACTICE   Vol. 27,  No. 6’2023  FINANCETP.FA.Ru 211

ORIGINAL PAPER

DOI: 10.26794/2587-5671-2023-27-6-211-222
JEL G00

Financial Performance Analysis using EVA, MVA, FVA, 
and ReVa Methods for telecommunication sub-sector 
Companies listed on the idX

M. istan
Institut Agama Islam Negeri Curup, Curup, Bengkulu, Indonesia

abstRaCt
The purpose of this study is to suggest an approach to analyzing the efficiency of telecommunications companies listed 
on the Indonesia Stock Exchange (IDX) using methods for determining Economic Value Added (EVA), Market Value Added 
(MVA), Financial Value Added (FVA), and Refined Economic Value Added (REVA). A summary of the relevant literature is 
formed on the bibliographic database. Statistical data based on information from the Indonesia Stock Exchange for 
four companies in the telecommunications sector over 5 years. Data from reports’ balance sheets, including reports 
of profits and losses, is investigated. The results of the survey demonstrated that a telecommunications company 
had a positive EVA value, which meant that it succeeded in creating economic value. The three telecommunications 
companies had a positive MVA value, which meant that they provided value-added through market capitalization. In 
four telecommunications companies, a positive FVA indicated that management was successful in providing financial 
value-added for the company. One of the four telecommunications companies produced a positive REVA, which meant 
an increase in economic value after the company paid off all liabilities to creditors and shareholders. The use of various 
value-added measures to assess the performance of Indonesian businesses is a scientific novelty that contributes to the 
development of corporate finance theory.
Keywords: Financial Performance; Economic Value Added (EVA); Market Value Added (MVA); Financial Value Added (FVA); 
Refined Economic Value Added (REVA)

For citation: istan M. Financial performance analysis using eVa, MVa, FVa, and ReVa methods for telecommunication sub-sector 
companies listed on the idX. Finance: Theory and Practice. 2023;27(6):211-222. doi: 10.26794/2587-5671-2023-27-6-211-222

 CC    BY 4.0©

CORPORATE FINANCE

© Istan M., 2023

iNtRodUCtioN
Indonesia’s tech industry, particularly smartphones 
and the internet, is rapidly expanding with the 
advent of 5G. In early 2022, the country had an 
astonishing 210 million internet users, mainly 
accessing social media on mobile devices. According 
to the “Indonesian Internet Profile 2022” by the 
APJII, 99.16% of users were aged 13–18. With 
an estimated population of 272.68 million, the 
internet penetration rate in 2022 reached 77.02%, 
up from 73.7% in 2020, connecting 196.71 million 
Indonesians. Key internet usage drivers include 
information access (92.21%), remote work/study 
(90.21%), public services (84.9%), email (80.7%), 
online transactions (79%), entertainment content 
(77.25%), online transportation (76.47%), and 
financial services (72.32%) (www.kompas.com).

Tech advancements impact Indonesia’s economy. 
Companies must strategize to enhance shareholder 
and investor values. As noted by A. Horton [1], 

investors seek revenue by providing capital from 
owners and creditors. Companies must improve 
quantity and quality for expected benefits. Regular 
financial statement evaluations are vital for assessing 
financial health and ensuring survival, according 
to D. E. Kieso et al. [2]. Financial performance 
measurement is vital for assessing a company’s goal 
achievement. Utilizing financial ratios derived from 
historical data is common. Yet, it has limitations due 
to subjectivity in accounting data, potentially leading 
to inaccurate and imprecise measurements, according 
to E. R. Rahadjeng [3].

Financial ratio analysis, while useful for assessing 
financial performance and guiding decisions, does 
not guarantee an entirely accurate representation 
of a company’s true financial condition, according 
to N. Yoshino, F. Taghizadeh-Hesary [4]. Financial 
ratio analysis neglects a company’s risk exposure 
by disregarding the cost of capital. To address this 
limitation in financial performance measurement, 
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a value-based approach has emerged, according to 
a paper by J. Choi et al. [5]. EVA and MVA assess 
corporate performance, cost of capital, and capital 
investment. Law No. 36/1999 and a 2002 government 
regulation enabled foreign mobile operators in 
Indonesia, heralding telecom industry liberalization.

PT Telekomunikasi Indonesia Tbk accelerated 
digitalization in response to COVID-19, offering ICT 
services and solutions to aid the nation and government. 
Despite challenges, Telkom Group improves digital 
infrastructure and services for an excellent customer 
experience. If traced back, the average EVA value for 
the telecommunication industry in Indonesia listed on 
the IDX for 2014–2018 grew significantly. In detail, the 
result of Economic Value Added (EVA) calculation for 
the telecommunications industry in Indonesia listed 
on the Indonesia Stock Exchange (BEI) in 2014 was 
negative, amounting to –514,684,002,483. However, 
in 2015, the value turned positive and experienced an 
increase to 1,978,484,129,235. Subsequently, in 2016, 
there was a decline, but still with a positive value, which 
was 922,333,214,645. In 2017, there was an increase 
again, reaching 1,142,095,810,347 with a positive value. 
Moreover, it increased again in 2018, with a positive 
value of 3,003,894,766,520. The average EVA value for 
the telecommunications industry in Indonesia listed 
on the BEI from 2014 to 2018 was positive, amounting 
to 1,306,424,783,653.

R. A. Masyiyan’s and D. Isynuwardhana’s research 
found that the results of the MVA calculation, the 
significance value of the MVA variable is 0,091 > 
0,05 [6]. Judging from the five telecommunications 
companies listed on the Indonesia Stock Exchange from 
2015–2020, all companies have positive MVA values, 
so telecommunications companies for the 2015–2020 
period have succeeded in increasing company wealth. 
The purpose of this study is to analyze financial 
performance using the Economic Value Added (EVA), 
Market Value Added (MVA), Financial Value Added 
(FVA), and Refined Economic Value Added (REVA) 
methods in telecommunications sector companies 
listed on the Indonesia Stock Exchange.

liteRatURe ReVieW
This section provides some context on the concepts 
of theory behind multiple variables used in the 
present study. Such variables are composed of 

financial statements, economic value added, market 
value added, financial value added, and refined 
economic value added.

Financial statements
Financial reports are reports that show the 
company’s financial condition at this time or in a 
certain period, according to E. A. Osadchy et al. [7]. 
Financial statements present information about 
entities, which include: assets, liabilities, equity, 
income and expenses, including profits and losses, 
contributions from and distributions to owners 
in their capacity as owners and cash flows, as 
stated by R. Bergitta Sonia et al. [8]. According to 
C. E. Grigoraș-Ichim et al. a complete financial report 
usually includes a Statement of Financial Position, a 
Profit and Loss Report, a Statement of Changes in 
Equity, and a Statement of Cash Flows [9].

Financial reports aim to inform stakeholders about 
a company’s financial status and performance during 
a specific period. According to Statement of Financial 
Accounting Standards (PSAK) No. 1 (2015: 3), these 
reports serve the purpose of offering information on 
the financial position, performance, and cash flows 
that are valuable to most users for making economic 
decisions. The financial performance, found in a 
company’s financial statements, can be evaluated 
through analytical tools: S. Cantele, A. Zardini [10].

economic Value added (eVa)
EVA, distinct from accounting profit, estimates 
economic profit by subtracting the cost of capital 
from profits. This objective measure reflects 
compensation levels. EVA is calculated using the 
following formula:

( ),EVA NOPAT WACC IC= − ×

where EVA —  Economic Value Added; NOPAT —  Net 
Operating Profit After Tax (After operating profit 
tax); WACC —  Weighted Average Cost of Capital 
(Average cost of capital weighted average); IC —  
Invested Capital.

Market Value added (MVa)
MVA is the difference between the total market 
value of the company’s equity and the amount 
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of equity capital invested by investors, as stated 
by R. Bergitta Sonia, Z. A. Zahroh, D. F. Azizah [8]. 
Market Value Added is the difference between the 
company’s market value and the invested capital. 
The following is the formula for MVA:

� � � � .MarketValue Added MarketValue InvestedCapital= −

In this case, the measurements according to 
Rudianto as cited in D. L. Moezaque, A. Daito [11] 
are as follows:

MVA value 0>  or positive MVA shows management 
has succeeded in providing added value through 
growth.

MVA value 0<  or  negative MVA shows 
management is unable to provide added value through 
the growth of the market capitalization value of the 
shares issued.

Financial Value added (FVa)
F VA i s  a  m e t h o d  fo r  m e a s u r i n g  co m p a n y 
performance and added value. This method 
considers the contribution of fixed assets in 
generating the company’s net profit, according to 
O. M. Olarewaju, T. S. Msomi [12]. Here’s the FVA 
formula:

( ),FVA NOPAT ED D= − −

where FVA —  Financial Value Added; NOPAT —  
Net Operating Profit after Tax; ED —  Equivalent 
Depreciation; D —  Depreciation.

In principle, the condition (FVA value > 0 or 
positive FVA) shows that the company’s management 
has succeeded in providing financial value added to the 
company. In the meantime, the condition (FVA value 
< 0 or negative FVA) shows that there is no process of 
adding financial value to the company. Subsequently, 
the condition (FVA value = 0 or breakeven point) shows 
that the management is not successful in providing 
added value or financial reduction.

Refined Economic Value Added (REVA)
Considering stock market prices and abnormal 
returns formed by the difference between stock 
returns and market returns, while EVA is based on 
share value M. Pinochi et al. [13]. The formula used 

to calculate Refined Economic Value Added (REVA) 
is as follows:

( )1 ,REVAt NOPATt MVt KW= − − ×

where REVA t —  Refined Economic Value Added in 
the t-period; NOPAT t —  Net Operating Profit After 
Tax in the t-period; MV t —  1 —  Market Value of 
the business entity in period t —  1 (Market Value 
of Equity); KW —  the cost of capital is the cost of 
borrowing interest and fees equity and calculated on 
a weighted average basis (WACC).

Using the Refined Economic Value Added (REVA) 
method can be interpreted as follows:

If 0REVA > , this indicates that there has been a 
process of economic added value for the company;

If 0REVA < , this indicates that the company does 
not process economic added value or is unable to pay 
its obligations to funders;

If 0REVA = , this indicates that there is no process 
of economic added value or economic reduction.

Several prior studies have investigated variables 
such as financial statements, economic value added, 
market value added, financial value added, and 
refined economic value added individually. In terms 
of the variable of financial statements, N. Ding et al. 
sought to see the extent to which the teams of top 
management are interconnected to the comparability 
of financial statements [14]. The study on experienced 
foreign CEOs (FCEOs) found that their financial and 
accounting expertise, coupled with international 
work experience, enhances financial statement 
comparability. This correlation weakens with rising 
economic policy uncertainty, emphasizing the critical 
role of financial reporting in understanding the 
FCEOs’ impact on financial statement comparability. 
Subsequently, G. Salijeni et al. executed a study on the 
growth of Big Data and Analytics (BDA) tools. They 
revealed that BDA reshapes interactions among audit 
firm departments and with clients [15].

In terms of the variable of economic value added, 
A. Kordalska and M. Olczyk conducted a study to 
determine the factors that influence the development 
of global value chains (GVCs) in a few chosen Central 
and Eastern European (CEE) countries, with a focus on 
functional specialization (FS) [16]. This study, based 
on World Input-Output Database data, revealed a 
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distinct value-added pattern in Central and Eastern 
European countries (CEE). Poland and Slovakia’s GVC 
positions are unfavorable due to their emphasis on low 
value-added manufacturing. The study highlighted 
wage convergence and strong GVC backward linkages 
as drivers of increased value-added in various business 
activities. Subsequently, L. Yang executed a study 
on testing the impacts of various trade standards 
on China’s value-added and total exports in global 
value chains by using a gravity model [17]. The 
study highlights China’s export advantages through 
international norm alignment and emphasizes strict 
regulation enforcement. Mandatory criteria have a 
greater impact than voluntary ones, particularly on 
overall exports. Value-added exports are negatively 
affected by voluntary country-specific requirements, 
while there is no statistically significant impact of 
voluntary global harmonized standards on either 
export category.

In terms of the variable of market value added, 
K. Blind et al. analyzed the influence of formal 
standards on commerce in global value chains (GVCs) 
in Europe [18]. Using a panel data gravity model, 
they examined the impact of national, European, 
and global standards on European trade. National 
standards impede European value chains, while 
European and international standards facilitate 
trade. European standards mainly affect intra-
European value chains, and international standards 
enhance imports into Europe from third countries, 
ensuring information parity in the European Single 
Market. The interaction of national and European 
standards in European value chains positively 
influences trade, emphasizing the importance of 
national standardization. Subsequently, C. Lutz and 
G. Tadesse conducted a study exploring the difficulties 
encountered by smallholder producer cooperatives 
from developing nations in their pursuit of entry into 
agricultural global value chains [19]. They examined 
how incorrect selection and insufficient dedication 
affect competitiveness in farmers’ market groups. 
The study challenged the prevailing assumption that 
open membership is universally beneficial, asserting 
that it can be problematic for innovative farmer’s 
market organizations.

In terms of the variable of financial value added, 
A. Mirza et al. conducted a study to investigate, from 

the vantage point of a developing nation that has 
adopted the full complement of IFRS, how the value 
relevance of financial reporting has changed [20]. 
Their study, using the Ohlson pricing model, assessed 
financial statement relevance in the Malaysian capital 
market. It underlined the importance of operating 
cash flow alongside profits and the book value of 
equity for investment decisions. The study revealed 
a disparity between management bias in reported 
profits and book value of equity from 2012 to 2006 
and the financial reporting framework, emphasizing 
earnings in investment decisions. These findings 
have regulatory implications for improving financial 
reporting reliability. Subsequently, H. Kaibuchi et al. 
worked on improving Value-at-Risk (VaR) estimation 
for extreme loss return distributions in financial risk 
management. They introduced GARCH-UGH, a two-
step bias-reduced method for dynamic extreme VaR 
estimation. GARCH-UGH outperformed traditional 
methods in in-sample and out-of-sample backtesting 
across various financial time series [21].

In terms of the variable of refined economic value 
added, L. V. Dewri’s research explored the interplay 
between corporate governance (CG), financial 
performance (FP), and refined economic value added 
(REVA) in predicting firm value (FV) and return 
on stock (RoS) using GMM estimation. The study 
identified strong correlations between FV and RoS 
and CG, FP, and REVA [22]. Effective CG practices can 
significantly enhance FP, sustain positive economic 
value, and ultimately improve FV and Ro S. Firms 
demonstrating consistent FV growth can provide a 
healthy return on investment (RoI) to shareholders, 
motivating managers to prioritize robust CG and 
providing investor confidence in stable FP and ongoing 
REVA growth [23].

Previous studies above examined individual 
variables and were conducted in different countries. 
In contrast, the current study, specific to Indonesia, 
integrates multiple variables (financial statements, 
economic value added, market value added, financial 
value added, and refined economic value added) 
simultaneously.

MethodoloGY
This type of research is descriptive analysis with a 
quantitative approach. The data sources used are 
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secondary data, namely the percentage level of 
financial inclusion in each province of Indonesia 
obtained from the Financial Services Authority 
through the website www.ojk.go.id, and the 
percentage of poverty, unemployment, and GDP 
to measure economic growth by presenting data 
covering each province in Indonesia published by 
the Central Statistics Agency through the website 
www.bps.go.id. Data analysis and hypothesis testing 
in this study used the Partial Least Squares (PLS).

Object of Research
The object of this research is a telecommunications 
sub-sector service company that is registered as 
a public company (issuer) on the Indonesia Stock 
Exchange (IDX). Telecommunications sub-sector 
companies are one of the most important industries 
for supporting the internet network in a country.

Population and Population Sampling Procedure
The populations of this study are telecommunications 
companies listed on the Indonesia Stock Exchange. 
The method of determining the sample in this study 
is purposive sampling (intentional sampling). The 
sample is presented in Table 1.

Based on the criteria that have been determined 
using the purposive sampling method, the number 
of sample companies in this research object is 4, 
according to predetermined criteria. Hence, the 
samples used in this study were 20 samples with 
annual reports, as displayed in Table 2.

The data used in this research is secondary 
data obtained through the websitehttps://www.
idx.co.id/, in the form of a Statement of Financial 
Position (Balance Sheet) and a Profit and Loss Report, 
especially for telecommunications companies listed 
on the Indonesian Stock Exchange.

analysis techniques
The technique for analyzing financial performance 
in this study is to use the Economic Value Added 
(EVA), Market Value Added (MVA), Financial Value 
Added (FVA), and Refined Economic Value Added 
(REVA) methods, namely:

1.  Economic Value Added (EVA)
According to M. Dewi [23], the steps used in 

calculating EVA are as follows:
a. Net Operating Profit After Tax (NOPAT)

� � � � � .Net Operating Profit AfterTax Interest Expense+

Table 1
sample Criteria

No. sample selection Criteria according to Criteria does Not Meet Criteria

1
Telecommunications Sector Companies Listed on 
the IDX

5 –

2
Companies that publish audited financial 
statements

4 –

3
Telecommunications Sector Companies Listed on 
the IDX Become Cellular Operators

4 –

4
Incomplete Telecommunications Sector Companies 
for Research

– 1

Number of Companies Used 4

Total Data for 5 Years 20

Source: Indonesian Stock Exchange, 2022.
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b. Invested Capital (IC)

� � � � � �InvestedCapital Total Debt and Equity short term Debt= −

c. Debt Capital Level (D)

( ) �
� � � 100%

� � �

Total Debt
Debt Capital Level D

Total Debt and Equity
= ×

d. Cost of Debt (rd)
�

� � 100%
�

Interest Expense
Cost of Debt

Total Debt
= ×

e. Tax Rate / Tax (t)

( ) �
� � 100%

� �

Tax Expense
Tax Rate t

Profit BeforeTax
= ×

f. Capital Level of Equity (E)

�
� � � 100%

� � �

Total Equity
Capital Level of Equity

Total Debt and Equity
= ×

g. Cost of Equity (re)

( ) ( )� � �
� � � 100%

�

Earnings Per Share EPS
Cost of Equity re

Stock Price
= ×

h. Weighted Average Cost of Capital (WACC)

( ) ( ){( �1 }WACC D rd tax E re= × − + ×

i. Capital Charges (CC)

� �Capital Charges InvestedCapital WACC= ×

j. Economic Value Added (EVA)

�EVA NOPAT Capital Charge= −

According to F. Gómez-Bezares et al. [24], to assess 
the financial performance of a company, the EVA 
method can be grouped into 3 categories as follows:

1.  If EVA > 0 or EVA is positive.
The company’s financial performance can be 

said to be good because it can add business value. 
In this case, employees are entitled to bonuses, 
creditors still receive interest and shareholders 

Table 2
Research sample

No Code Company name sector

1 EXCL PT XL Axiata Tbk Telecommunication

2 FREN PT Smartfren Telecom Tbk Telecommunication

3 ISAT PT Indosat Tbk Telecommunication

4 TLKM PT Telekomunikasi Indonesia Tbk Telecommunication

Source: Indonesian Stock Exchange, 2022.
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can get returns equal to or more than what was 
invested.

2.  If EVA = 0.
Economically “break even” because all profits are 

used to pay obligations to funders, both creditors and 
shareholders, so that employees do not get bonuses, 
only salaries.

3.  If EVA < 0 or EVA is negative.
The company’s financial performance is said to be 

unhealthy because it cannot provide added value. In 
this case, employees cannot get bonuses, it’s just that 
creditors still get interest and shareholders don’t 
get returns commensurate with what they invested.

Market Value added (MVa)
The steps used to calculate MVA, according to 
E. K. Zavadskas et al. [25] are as follows:

a. Market Value

� � � � �MarketValue Stock Market Price Number of Shares= ×

b. Invested Capital

� � � �InvestedCapital NominalValue Number of Shares= ×

c. Market Value Added (MVA)

� � � �MarketValue Added MarketValue InvestedCapital= −

In this case, the measurements are as follows:
1.  MVA value > 0 or positive MVA
It  shows management has succeeded in 

providing added value through the growth in market 
capitalization value of shares issued or that the 
company is able to sell shares in the market at a 
premium price.

2.  MVA value < 0 or negative MVA
It shows management is unable to provide added 

value through the growth of the market capitalization 
value of the shares issued or the stock price in the 
market below the book value (equity per share).

3.  MVA value = 0
It shows that management has failed to provide 

added or reduced value through the growth of the 
market capitalization value of shares because the 
stock price in the market is the same as the book 
value (equity per share).

Financial Value added (FVa)
According to Rodryguez, in A. Octaviani, A. Husaini 
[26], the steps used in the FVA calculation are as 
follows:

a. Net Operating Profit After Tax (NOPAT)
� � � �NOPAT Net Profit AfterTax Interest Cost= +

b. Total Resources (TR)
( ) ( )TR= LongTermDebt D +TotalEquity E

c. Equivalent Depreciation (ED)
( )� � � � �ED Weighted AverageCost of Capital k TR= ×

d. Financial Value Added (FVA)
( )FVA NOPAT ED D= − −

The measurement results using the Financial Value 
Added (FVA) method, as suggested by A. Octaviani and 
A. Husaini [26] can be interpreted as follows:

4.  FVA value > 0 or positive FVA
It shows that the company’s management has 

succeeded in providing financial added value to the 
company or that there is more finance when the 
company’s net profit is able to cover the Equivalent 
Depreciation (ED).

5.  FVA value < 0 or negative FVA
It shows that there is no process of financial added 

value for the company or that the company’s net profit 
and depreciation are unable to cover Equivalent 
Depreciation (ED).

6.  FVA value = 0 or breakeven point
It shows that management has failed to provide 

added value or financial reductions because the 
company’s net profit and depreciation have been 
used up to pay Equivalent Depreciation (ED).

Refined Economic Value Added (REVA)
The formula used to calculate Refined Economic 
Value Added (REVA), as suggested by A. Octaviani 
and A. Husaini [26] is as follows:

( 1 ).REVAt NOPATt MVt Kw= − − ×
The measurement results using the Refined 

Economic Value Added (REVA) method can be 
interpreted as follows:

1.  If REVA > 0, this indicates that there has 
been a process of economic added value for the 
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company or that there is more economic value after 
the company has paid all obligations to the funders, 
both creditors and shareholders in the capital 
market.

2.  If REVA < 0, this indicates that there is no 
economic added value process for the company 
or the company is unable to pay its obligations to 
the funders, both creditors and shareholders in the 
capital market.

3.  If REVA = 0, this indicates that there is no 
process of economic added value or economic 
reduction because profits have been used up to 
pay obligations to funders, both creditors and 
shareholders in the capital market.

ResUlt aNd disCUssioN
The telecommunications companies selected as 
samples in this study include:

1.  PT. XL Axiata Tbk (EXCL)
PT. XL Axiata Tbk (formerly PT Excelcomindo 

Pratama Tbk) is a mobile telecommunications operator 
company in Indonesia.

2.  PT. Smartfren Telecom Tbk (FREN)
PT Smartfren Telecom Tbk was established on 

2 December 2002 under the name PT Mobile-8 
Telecom based on Deed No. 11 dated 2 December 
2002. PT Smartfren Telecom Tbk is one of the 
leading telecommunication service providers in 
Indonesia. Smartfren innovated by launching 
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Fig. 1. Market Value Added (MVA) (in IDN)
Source: Indonesian Stock Exchange, 2022.

Fig. 2. Financial Value Added (FVA) (In IDN)
Source: Indonesian Stock Exchange, 2022.
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Fig. 3. Refined Economic Value Added (REVA) (In IDN)

Source: Indonesian Stock Exchange, 2022.
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Table 3
Financial Value Added (FVA) (in IDN)

Code 2017 2018 2019 2020 2021

EXCL 18,592,453,381,891 25,424,742,660,075 22,945,239,362,615 34,988,912,187,688 32,318,537,174,115

FREN 13,955,201,633,196 12,228,564,573,029 11,388,950,913,335 21,792,850,251,042 20,783,335,628,765

ISAT 20,708,077,341,973 20,357,786,244,802 35,503,950,196,509 27,980,072,436,540 31,369,050,027,658

TLKM 69,674,460,007 64,546,831,017 67,841,739,994 80,640,533,029 90,746,596,714

Source: Indonesian Stock Exchange, 2022.

Table 4
Refined Economic Value Added (REVA) (in Rupiah)

Code 2017 2018 2019 2020 2021

EXCL (898,193,420,745) (1,403,485,350,769) 1,045,042,053,623 3,554,539,617,440 2,614,575,765,514

FREN 3,272,547,199,794 4,626,824,507,733 2,904,069,087,972 1,277,801,484,901 (540,220,425,394)

ISAT 1,627,683,127,606 121,188,267,780 17,164,876,477,116 1,282,952,284,288 7,020,433,499,586

TLKM (3,519,427,059,425) (3,656,834,714,811) (2,631,501,427,737) (2,488,592,893,509) (2,837,361,088,982)

Source: Indonesian Stock Exchange, 2022.
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the first commercial 4G LTE Advanced service in 
Indonesia in 2015.

3.  PT Indosat Tbk (ISAT)
Established as a foreign capital company by the 

Indonesian government. Commenced commercial 
operations in September 1969 to build and operate 
the International Telecommunications Satellite 
Organization, or Intelsat, a ground station in 
Indonesia to access Intelsat’s Indian Ocean Region 
satellites.

4.  PT Telekomunikasi Indonesia Tbk (TLKM)
Telkom’s majority shareholder is the Government 

of the Republic of Indonesia with 52.09%, while the 
remaining 47.91% is controlled by the public. Telkom 
shares are traded on the Indonesia Stock Exchange 
(IDX) with the code “TLKM” and the New York Stock 
Exchange (NYSE) with the code “TLK”.

economic Value added (eVa) Calculation Results
The first step in determining EVA is finding net 
operating profit after tax (NOPAT). NOPAT is a 
measure of profit that does not include the tax costs 
and benefits of debt financing. It can be concluded 
that NOPAT is income before interest and tax (EBIT) 
adjusted for tax impact. The results of NOPAT can 
be seen in Fig. 1 demonstrating the market value 
added (MVA).

The results of Market Value Added (MVA) research 
are in line with R. A. Masyiyan and D. Isynuwardhana’s 
study, which determines that the MVA value in each 
company still has negative and positive values [6].

Financial Value added (FVa) Calculation Results
The first step to determining FVA is finding net 
operating profit after tax. Net Operating Profit After 
Tax (NOPAT) is a measure of profit that does not 
include the tax costs and benefits of debt financing. 
It can be concluded that NOPAT is income before 
interest and tax (EBIT) adjusted for tax impact. The 
results of the FVA calculation are presented in Table 
3 and Fig. 2.

The results of Financial Value Added (FVA) 
research are in line with a study conducted by 
A. E. Bayraktaroglu et al. which found that the FVA 
value in each company still has negative and positive 
values [27]. In companies that produce a positive 
FVA value, it means that the company’s management 

has been able to create added financial value for the 
company or the company’s net profit and depreciation 
are able to cover Equivalent Depreciation.

Refined Calculation Results Economic Value Added 
(ReVa)

The first step to determining REVA is finding net 
operating profit after tax (NOPAT). The results of 
REVA can be viewed in Table 4 and Fig. 3.

The results of Refined Economic Value Added 
(REVA) research are in line with those of S. Geng 
et al., who determined that the REVA value in each 
company still has negative and positive values [28]. 
In companies that generate a positive REVA value, 
it means that there has been a process of economic 
added value for the company and more economic 
value after the company has paid all obligations to 
creditors, bank funders, and shareholders in the 
capital market.

CoNClUsioN
The company’s financial performance as measured 
by the Market Value Added (MVA) approach is 
profitable for PT XL Axiata Tbk, PT Indosat Tbk, and 
PT Telekomunikasi Indonesia Tbk. PT Smartfren 
Telecom Tbk has a negative market value added 
(MVA). A positive MVA indicates that business 
management has succeeded in generating added 
value. The company’s financial performance uses 
the Financial Value Added (FVA) method for the 
2017–2021 period, which has a positive value at PT 
XL Axiata Tbk, PT Smartfren Telecom Tbk, PT Indosat 
Tbk and PT Telekomunikasi Indonesia Tbk. A positive 
FVA means that the company’s management has been 
able to create added financial value for the company 
or that the company’s net profit and depreciation 
have been able to cover equivalent depreciation. The 
company’s financial performance uses the Refined 
Economic Value Added (REVA) method, which has a 
positive value at PT Indosat Tbk. Refined Economic 
Value Added (REVA) has a negative value at PT 
XL Axiata Tbk, PT Smartfren Telecom Tbk and PT 
Telekomunikasi Indonesia Tbk. REVA, which has a 
positive value, has resulted in a process of economic 
added value for the company and more economic 
value after the company has paid all obligations to 
the funders, both creditors and shareholders.
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