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iNtRodUCtioN
derivatives and disposition in derivative trading

The global equity trading volumes have surged from 20 
trillion US dollars in the first quarter of 2017 to 41.78 
trillion US dollars by the 3rd quarter of 2021.1 Apart from 
equity investment, a surge in trading of derivatives 
(equity, commodity, currency, and index) is observed. 
An option or derivative is a contract that gives the 
owner the right to buy or sell the security but not an 
obligation to execute the contract at a future date based 
on the strike price (1). However, the increased awareness 
amongst retailer traders about derivative instruments 
results in the trading of derivatives (2).

As per the report published by Statista 2 the number 
of options contracts traded worldwide in 2021 was 33.31 

1 Value of global equity trading worldwide from 1st quarter 
2017 to 4th quarter 2021. URL: https://www.statista.com/
statistics/242745/volume-of-global-equity-trading/ (accessed 
on 01.03.2022).
2 Number of futures and options contracts traded worldwide from 
2013 to 2022. URL: https://www.statista.com/statistics/377025/
global-futures-and-options-volume/ (accessed on 01.04.2022).

billion, as compared to 29.28 billion contracts in futures. 
As per the report of CNBC, in 2020, retail participants 
contributed to more than 25% of traded option contracts. 
The report further mentioned that the majority of them 
were making losses [3]. As per the reports by SEBI,3 89% 
of Future and Option traders made losses. Derivatives 
contracts are different from equity contracts in that they 
have special attributes such as expiry, premium, lot size, 
time-decay, high risk, high reward, etc. These attributes 
complicate the decision-making of the traders and involve 
them psychologically.

The study of decision-making by investors in the 
capital market was guided by classical theories. These 
theories tried to provide a rationale for the decisions 
made by the investors [4]. The Efficient Market Hypothesis 
(EMH) is proposed by [5] based on the Expected Utility 

3 Analysis of Profit and Loss of Individual Traders dealing in 
Equity F&O Segment. URL: https://www.sebi.gov.in/reports-
and-statistics/research/jan-2023/study-analysis-of-profit-
and-loss-of-individual-traders-dealing-in-equity-fando-
segment_67525.html (accessed on 30.01.2023).
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Theory, which is widely accepted. These traditional 
theories are challenged by many researchers, given 
events like the dot-com crash, subprime crisis, Brexit, 
and the recent emergence of the Corona Virus pandemic 
[6]. Theories of behavioral finance are adopted to explain 
irrational behavior. These basic theories of behavioral 
finance are based on the concept of “bounded rationality” 
[7]. It is related to “limitations” associated with decision-
making. There are a lot of studies indicating the causes 
of the irrational behavior of individuals. The landmark 
work of [8] and [9] on the disposition effect is referred 
to in this research work to understand irrationality in 
behavior of option traders. The preliminary observations 
by researchers, followed by interviews with option traders, 
revealed that traders are holding losing positions longer 
and selling winning positions early. This poses the 
following questions in the minds of the researchers.

RQ 1: Does the disposition effect justify (explain) the 
irrational behavior of option traders?

RQ 2: which is a significant factor determining the 
disposition effect in options trading.

Aim and Objectives
The study aims to justify (Explain) the irrational 
behavior of option traders through the disposition 
effect. Though there have been studies on the 
behavior of capital market investors, this paper aims at 
understanding whether the disposition effect explains 
the irrational behavior of options traders. The study 
initially focuses on investigating existing literature 
and exploring factors affecting disposition effects, 
with special reference to options trading. Further, 
the research intends to identify significant factors of 
disposition effect in options trading.

Specific Contribution of Research Work
The theory of Disposition effect was put forth by [8, 
9]. Its applications were mainly identified by several 
authors. The study of DE in case of IPOs [10] and 
taxation [11] is observed. Also, studies of DE in the 
context of demographics are done [10, 11]. This paper 
studies the applicability of the disposition effect on 
options traders’ behavior, which is lacking in the 
existing literature. Also, several studies were conducted 
with respect to individual factors of disposition effect, 
namely Mental Accounting [12], Herding [13], Risk 
Aversion. However, no work was observed in above 

studies to identify the significant factors affecting the 
Disposition effect in options trading. Further, it was 
noticed after the initial interaction with the option 
traders that cost and time value play a vital role in 
decision making in options trading and trigger the 
disposition effect. This led to further exploration of the 
literature, and two factors specific to option trading 
were proposed, namely Cost Consciousness and Trade 
Enablers.

THEORETICAL DEVELOPMENT
The pioneering work in understanding the complexity 
of options was done by [14] based on five factors, 
namely the strike price of the underlying asset, the 
current premium price of the option, the maturity 
date of the option, the risk-free rate in the country, 
and the volatility of the mark. Despite having relevant 
information, the majority of retailers are making 
losses, and this signifies the behavioral aspect of 
options trading decisions. The present work focuses on 
Disposition effect.

disposition effect (DE)
The disposition effect is an integral part of behavioral 
finance. It supports explaining the irrational behavior 
of decision-makers where classical theories have 
limitations [8, 15]. Traces of DE were observed in 
the self-justification theory proposed by [16], which 
explains investors’ behavior when they commit 
mistakes. As a counteraction, the individual tends to 
invest more resources to rectify the mistakes, attracting 
additional financial commitments that may lead to 
financial distress. The literature related to DE was 
further advanced by contribution of [9]. They criticized 
the expected utility theory and the prospect theory 
suggested by them. Similarly, [17] observed that the 
risk profile is situational. An investor may take a risk in 
some situations and avoid others. Further inspection 
of the prospect theory was done by [8]. They concluded 
that the DE works in real decision-making and can be 
attributed to mental accounting, loss aversion, avoiding 
regret, seeking pride, and self-control. The major factors 
creating DE are discussed further.

herding
It is irrationally copying the decisions of other investors. 
The negative news causes more fluctuations in 
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comparison to positive news [18]. It may be attributed 
to blindly following the advice of experts [19] or to 
fashion and fads [20]. Herding is observed very well in 
a social media environment called social trading [21]. 
This environment provides information, transparency, 
and constant reciprocal scrutiny by participants but at 
the same time drives them in direction. The study by 
[22] also explains the fear of missing out on patterns in 
trading, which causes herding. The researcher proposes 
the following:

H1 —  Herding positively affects the Disposition Effect.

Mental accounting
MA explains that an individual or household decision-
maker decides by creating separate considerations 
called accounts. In the case of financial investments, 
each security is considered a separate account, and the 
decisions are not taken based on the whole portfolio 
altogether [12]. Along the same lines [23], discussing 
the DE, also considered MA when it was mentioned 
that the decision-makers do not consider the whole 
portfolio but individual securities. [24] observed that 
investors are risk-averse to individual stock losses but 
do not take into consideration portfolio losses, stressing 
the presence of MA. The above literature indicates the 
influence of MA on the DE for various instruments. 
Based on it, the following hypothesis is proposed to 
study the relation between MA and DE for options 
trading:

H2 —  MA positively affects Disposition Effect.

trade enablers
Trade enablers consist of time-decay (expiration) and 
open-interest. The importance of the first component of 
trade enabler, i. e. expiration has been observed by many 
researchers. The American option value decomposes as 
it approaches its expiration date [25]. Traders choose not 
to stay invested in a contract that they do not believe 
has any chance of becoming profitable. Different 
observations are made by researchers regarding expiry 
options. The expiry date is related to return, volatility, 
and volume in derivatives and their underlying assets 
[26]. The DE (keeping losers and selling winners) is 
affected by the above three. It was found that the 
maturity effect influences the traded volumes but 
doesn’t make the prices volatile [27]. Though volatility 
remains the same on the expiration day, [28] found 

that on the expiration day, trading volume fluctuates 
but prices are not affected. In contrast to this study, it 
is observed that trading activities are normal on expiry 
[29]. On the basis of the above, we infer that as the 
expiry date of options approaches, the probability of 
price fluctuation reduces, hence the option traders with 
profitable positions exit from the trade and the option 
traders with loss making positions continue to hold 
their positions in expectation of reversal. The second 
component of the trade enabler, i. e., open interest, 
is related to the number of un-winded contracts. In 
the work of [30], the importance of open-interest in 
predicting is highlighted. They found that increase in 
put-options open-interest is followed by poor return on 
underlying. Similarly, an increase in call open-interest 
predicts good performance by underlying. The options 
markets show unusual activities in form of open-interest 
before any significant corporate event [31]. Thus, open-
interest can be used as an indicator for predicting the 
behavior of the market as studied by [32] in the Indian 
and US markets. The importance of non-price variables, 
namely open-interest and trading volume, can be seen 
in the research work of [32]. The common observation 
was that open-interest predicts the movement of 
underlying. The authors infer that open-interest is an 
indication of holding positions (i. e., DE) and intend to 
hypothesize that open interest increases DE. These two 
factors —  expiry of options and changes in open-interest 
play an important role in holding a contract. These 
two factors combined are termed “Trade Enablers” by 
researchers. To capture the trading behavior related to 
expiry and open-interest and its impact on disposition, 
the following hypothesis is framed:

H3 —  Trade Enablers positively affect the Disposition 
Effect.

Risk aversion
Risk Aversion and DE are studied by many researchers. 
Investors’ decisions are based on their economic 
outlook and expected utility from the investment, and 
they always look for value in the opportunity [8]. The 
expected returns vary proportionately with the risk 
involved in the investment. RA is a major cause of the 
DE and it is because of this RA that decision-makers 
tend to sell their winning positions too soon. However, 
the term asymmetric RA is used to indicate that 
the decision-maker is risk-averse only in a winning 
position but becomes a risk-taker when in a loss [33]. 

behaVioRal eCoNoMiCs
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The paper researched the impact of only RA on the DE 
on the investors and concluded that the RA alone is 
insignificant in explaining the DE in the case of winners 
but is significant in the case of losing investments 
[34]. The previous research works reflect a relationship 
between RA and DE. The following hypothesis is 
proposed for studying the decision-makers in options 
trading:

H4 —  Risk Aversion positively affects Disposition Effect.

Cost-Consciousness
The term cost-consciousness though is a widely used 
term in scientific literature, but the concept lacks clarity 
and is vague [35]. Cost-consciousness is looked at from 
different points of view, like cost reduction, operations 
and economic efficiency [36]. This paper intends to use 
the term from the capital market point of view. In this 
research work, the term cost consciousness is used to 
represent two vital and concerning elements of option 
trading, i. e. the transaction costs and taxes involved. 
The transaction cost is a major element determining 
efficiency and ultimately influences the decisions of 
stock market traders [37]. In an experiment [38], it 
was found that of the major factors affecting the DE, 
transaction cost was found to be a significant factor. 
On similar lines, observations were made by [39]. It is 
found that the DE is sensitive to taxes and the decisions 

of traders are affected by the rate of taxes [40]. In this 
context [41], observed the impact of security transaction 
taxes and inferred that it has an adverse impact on stock 
market participants and reduces profitability. Studies by 
[42] reveal that to reduce tax liabilities, traders wind up 
their winning positions as the year approaches. This 
indicates that decisions made are affected by taxes. 
The research [43] studied the impact of taxation on the 
trading behavior of private investors. They concluded 
that taxes have a major impact on the decision-
making of traders. Discontinuity of taxes increases the 
trading volume of buying and selling of positions in 
case of gains as well as losses. Hence, the researchers 
are interested in understanding the existence of the 
following relationship:

H5 —  Cost-consciousness positively affects the Disposition 
Effect.

Looking at the literature and research work available, 
applications of DE have been studied by many authors, 
like in taxation [10], IPO [41], or demographics [11]. 
Also, several studies were conducted with respect to 
individual factors of disposition effect namely Mental 
Accounting [12]; Herding [18]. Risk Aversion [33]. However, 
no work was observed in the above studies to identify 
the significant factors affecting the Disposition effect in 
options trading. Further, it was noticed after the initial 
interaction with the option traders that cost and time 

Fig. 1. Proposed Model for DE in Options Trading
Source: Compiled by authors.
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value play a vital role in decision making in options 
trading and trigger disposition effect. This led to further 
exploration of literature and two factors specific to option 
trading were proposed, namely Cost Consciousness and 
Trade Enablers. Based on the detailed literature review, 
the model is proposed as in Fig. 1.

ReseaRCh MethodoloGY
instrument development

The disposition effect is studied based on five factors: 
Herding, MA, Trade Enablers, Risk Aversion, and Cost-
Consciousness. Table 1 depicts the sources of items for 
various constructs (factors).

These items from various sources were adapted for the 
current study. The items, related to Trade Enablers and 
Cost-Consciousness, were developed by researchers on 
suggestions of experts. The validity of an instrument is 
the appropriateness by which it measures what is required 
to measure [47]. The Content Validity of these items was 
judged by the expert panel of 10 judges from Industry and 
Academia. Items having 75% consensuses were used for 
data collection. Out of 22 items, seventeen were validated 
by a panel of judges. Items DE4 and DE 5, TE2 & TE3, 
CC2 were dropped based on the judges’ opinion. The final 
instrument was presented to respondents and responses 
were collected on a five-point Likert scale with Strongly 
Agree (5), Agree (4), Neutral (3), Disagree (2), and Strongly 
Disagree (1).

sample and data Collection
The data was collected from individual options traders 
on the National Stock Exchange, India. Responses were 
collected from 315 option traders using the judgment 
sampling method. A self-administered questionnaire 

was used for this purpose. The response rate was 79% 
(approx.), and 250 valid and complete responses were 
used for further analysis. The respondents’ profile is 
given in the Table 2.

ResUlts
Common Method bias and Normality

Common method bias was observed using Harman’s 
single-factor test. The maximum variance for a single 
factor was 43.5%. These rules out biasedness in the 
given data. The data was found in the normal range 
of +/–2 for skewness and kurtosis. This ensures the 
normality of the data [48].

Validity
Convergent validity: Composite Reliability (CR), factor 
loadings, and Average Variance Extracted (AVE) were 
used for establishing convergent validity. An acceptable 
range for CR above 0.7 and AVE above 0.5 for convergent 
validity [49]. Factor loading above 0.5 is acceptable. 
Cronbach Alpha is above 0.60 for all the constructs 
and is within an acceptable range [49]. The findings are 
presented in Table 3.

Discriminant validity: the discrimination in latent 
value is understood by discriminant validity. The square 
root value of AVE for each construct should be greater than 
the correlation coefficient it has with other constructs. 
Table 4 indicates the presence of discriminant validity 
as the AVE square root was greater than the correlation 
coefficient.

structural Model
SPSS Amos version 25 was used to conduct SEM. The 
values indicate the adequate fit of the proposed 

Table 1
instrument development sources

Construct (factors) source

Disposition Effect (DE1, DE2, DE3, DE4, DE5) [44]

Herding (HE1, HE2, HE3) [45]

MA (MA1, MA2, MA3) [45, 46]

Risk Aversion (RA1, RA2, RA3, RA4) [46]

Trade Enablers (TE1, TE2, TE3, TE4) Suggested by experts

Cost-Consciousness (CC1, CC2, CC3) Suggested by experts

Source: Compiled by authors.
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Table 2
Respondents’ Profile

description Category Number

Gender Male 174

Female 76

Age Group 21 to 35 122

36–50 81

Above 50 47

Educational Qualification Undergraduate 71

Graduate 133

Post Graduate 36

Annual Income Up to 0.25 mln 46

0.25 mln —  0.5 mln 113

Above 0.5 mln 91

Source: Compiled by authors based on data collection.

model. The values were within the acceptable range, 
as suggested by [49]. Normed χ2 = 1.821, CFI = 0.974, 
IFI = 0.974, TLI = 0.966 and RMSEA = 0.057).

Path Analysis
The following Table 5 presents the results of hypotheses 
H1 to H5 at a 0.05 level, showing a significant positive 
relation between DE and Herding (H1), DE, and 
Trade-Enablers (H3). However, no significant positive 
relationship was observed between, the DE and Mental-
Accounting (H2); DE and Risk-Aversion (H4); DE and 
Cost-Consciousness (H5). The predictive validity can 
be assessed through estimates. The Herding and Trade 
Enablers were significant predictors at p-value of 0.05 
level (Table 5). The model is presented in Fig. 2.

disCUssioN
The research aimed at studying the Disposition effect in 
option trading. Disposition is selling winning positions 
too early and keeping losing positions for too long [8]. 
Options trading was studied in light of five dimensions 
related to disposition. Herding, MA and RA constructs 
were obtained from the literature review, whereas 
TE and CC were added as per the expert’s opinion. 
Responses obtained from the options traders in the NSE 
were run through the SEM to identify the relationship 
between the constructs and disposition effect. The 
results are discussed further.

Herding is the mentality of following others [50]. 
Irrespective of the individuals’ ability to trade, the traders 
get influenced by others’ opinions and ultimately end up 
trading irrationally [19]. In this study, it was observed that 
the traders normally follow the trends while dealing with 
options. The high volatility in the prices of options also 
causes traders to depend on others. It was also revealed 
that opinions expressed on social media play a major role 
in determining option traders’ decisions. Based on the 
outcome of SEM, it was found that herding supports the 
disposition effect in options traders. MA is an individual’s 
or household’s decision to create separate considerations 
for different investments [12]. MA was not observed as 
a significant factor in determining DE. Option traders 
apply multiple trading strategies that involve creating 
simultaneous positions in multiple contracts. Here, 
the net returns are considered as the outcome of the 
strategy, wherein these multiple trades are interrelated 
and not separated by mental accounts. Thus, MA doesn’t 
contribute significantly to the DE. Cost-consciousness 
is the impact of transaction costs and taxes paid by the 
trader on trading behavior [37]. Though the transaction 
costs and taxes are high, the options traders compare 
them with the expected returns from the trade and are 
thus willing to take up the costs. The options traders are 
aware of the transaction charges and taxes they incur, and 
they devise their risk-reward ratios accordingly, thus, cost-
consciousness is found to be a non-significant element. It 
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Table 3
Construct —  Standardized Factor Loading, AVE, SCR, and Cronbach’s Alpha

Construct item 
Code indicator

Standardized
Factor 

loading

scale 
composite 
reliability

average 
Variance 
extracted

Cronbach 
alpha

Mental 
Accounting

MA1
“You tend to treat each element / account 
in your trading portfolio separately”

0.864

0.900534 0.751 0.901
MA2

“You take separate actions for losing and 
winning positions”

0.869

MA3
“You ignore the connection between 
different trading possibilities”

0.867

Herding

HE1
“Other investors’ decisions of buying and 
selling stocks impact my investment 
decisions”

0.926

0.877221 0.710 0.843HE2
“I usually react quickly to the changes in 
other investors’ decisions and follow their 
reactions to the stock market”

0.930

HE3
“I follow social blogs / forums / news / 
YouTube before making the stock a 
purchase/sale”

0.638

Disposition 
Effect

DE1

“I will keep holding stocks even though 
they are losing and will never think about 
selling the stocks until they balance the 
losses”

0.674

0.774849 0.535 0.751
DE2

“I usually sell profitable stocks to realize 
gains first when I am in want of money. 
I buy other stocks and keep holding 
them to wait for the price of unprofitable 
stocks to go up”

0.768

DE3
“There is profit from several share 
transactions for me at times, which could 
not compensate for one loss”

0.749

Cost-
Consciousness

CC1
“I quickly sell profitable positions after 
covering up the transaction charges”

0.877
0.873423 0.775 0.873

CC3
“I quickly sell profitable positions after 
covering up the taxes”

0.884

Risk Aversion

RA1
“You sell a position that has increased in 
value faster”

0.877

0.910954 0.719 0.91
RA2

“You avoid selling positions that have 
decreased in value”

0.847

RA3
“You feel more sorrow about holding 
losing positions too long”

0.832

RA4
“You feel more sorrow about selling 
winning positions too soon”

0.835

Trade Enablers
TE1

“I quickly sell winning positions nearing 
expiry (time-decay)”

0.581
0.729907 0.586 0.694

TE4
“I sell losing positions with decreasing 
Open interest”

0.914

Source: Authors’ calculations.
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Table 4
discriminant Validity

Correlations

he Ma de CC Ra te

HE .842

MA .841** .866

DE .309** .428** .731

CC .833** .864** .441** .881

RA .771** .834** .409** .830** .848

TE .239** .152* –.157* .194** .097 .766

Source: Authors’ calculations.
Table 5

Path Analysis

hypothesis Path estimate Standardized path 
coefficient t-value p-value supported/Not 

supported

H1 DEЯ 0.474 0.854 2.264 .024 Supported

H2 DEЯ .037 0.054 0.043 .966 Not supported

H3 DEЯ 1.263 0.341 2.746 .006 Supported

H4 DEЯ .300 0.410 0.904 .366 Not supported

H5 DEЯ .376 1.853 1.112 .266 Not supported

Source: Authors’ calculations.

is also observed by [40] that the effect of taxes and other 
costs is significant when the financial year ends, but short 
term option trading doesn’t get affected by these costs. 
Risk-aversion was found to be an insignificant contributor 
to the DE in the decision-making of options traders. Risk-
aversion is the tendency to prefer guaranteed outcomes 
over probabilistic ones [33]. The investors in capital 
markets judge their win or loss with a reference point like 
their purchase price and the current price of the stocks or 
any other financial asset [9]. However, when it comes to 
options trading, the reference point phenomenon becomes 
insignificant because the instrument traded is not an asset 
but underlying security and thus has no purchase price of 
its own. The premium involved in options is volatile and 
simply moves based on multiple external factors apart 
from the market price of the underlying asset. Due to the 
phenomenon of time decay, even without any change in 
the price of the underlying asset, the premium involved is 
bound to be zero. Thus, riskiness is an underlying attribute 
of option trading. Thus, the options trader accepts the 

risk involved while entering into any position, and so risk 
aversion is a less significant factor for disposition effect 
in the case of options traders. Trade-enablers influence 
options trading by holding losing positions longer and 
selling winning positions early. It was found from the 
results that TE significantly influences DE in options 
trading. It comprises two factors, time-decay, and open 
interest. Options are instruments that give traders the 
right to trade at a paid premium, which is usually less than 
the actual value of the asset. However, latent costs are 
involved as a time factor. Due to time decay, the premium 
approaches zero at expiry and it creates a sense of urgency 
in traders to wind up positions before expiry. This results 
in a DE. On the other hand, if the trade has moved in the 
loss-making territory, traders avoid winding up positions 
for two reasons. Firstly, there is the there is the expectation 
that trade will take a favorable turn and they will end up 
making profits. Secondly, nearing expiration, the premium 
has already decayed substantially, resulting in the recovery 
of minimal investment. Thus, the traders remain invested 
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and DE comes into play. Open interest is the number of 
positions that are not un-winded by traders. This sets 
the trend for traders. Most of the researchers found open 
interest to be an important factor in influencing trading 
behavior [31]. Based on a number of calls or put positions 
held in the market, traders make decisions about the 
prevalent trend in the market. Thus, winding up positions 
on the basis of open interest causes traders to sell winning 
positions early with the changes in open interest. On the 
other hand, for losing positions, traders are found waiting 
for an open interest rate change in their favor. Further, the 
model studied the covariance among the multiple factors. 
All the factors showed positive covariance with each other. 
Thus, the factors have a positive impact on the trading 
behavior of option traders. However, no covariance was 
observed between HE and CC. This implies that covariance 
amongst factors augments to disposition effect.

CoNClUsioN
The study was conducted with the objectives of 
investigating irrationality in option trading and 
identifying elements of Disposition Effect. The study 

initiated with review of extant literature related 
to disposition effect and found, Herding Mental 
Accounting, Risk Aversion, Trade Enablers and Cost-
Consciousness as important elements of DE. To 
further achieve the objectives of identifying important 
elements producing a disposition effect, a model 
was developed to test hypotheses. Responses were 
collected from 250 stock market participants trading 
in derivatives. Structural Equation Modelling was used 
to validate the model. It can be concluded that DE does 
exist in option trading and leads to irrationality. Trade 
Enabler consisting of Time-decay and Open-Interest, 
and Herding emerged as significant factors affecting 
DE for options traders. The factors not significantly 
affecting DE in options trading were MA, risk-aversion, 
and cost-consciousness. The research paper is intended 
to understand the DE in options trading. The research 
work contributed by explaining the existence of the 
DE in options trading. The study is the first of its kind 
to study option derivatives as trading instruments 
by retail traders. The research can be of use to the 
individual traders in devising trading strategies. The 

Fig. 2. structural Model
Source: Model based on authors’ calculation.
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traders would better understand the causes of their 
irrational behavior and may try to avoid or alter their 
behavior. The research is also of value to regulators and 
policymakers, as it will help them devise proper policies 
that may discourage irrational behavior.

limitations and scope
The research was conducted on the behavioral 
responses of 250 option traders on the National Stock 
Exchange India. The biases in responses may affect 
the study. The study opens vistas of research wherein 
the behavioral responses can be validated by actual 
trades. The analysis can also be based on demographic 
attributes. Investment size is another important factor 
that can be considered for future research. Covariance 

among factors can be taken into account in future 
studies to elaborate on the on the disposition effect.

implications
The research can be of use to individual traders in 

devising trading strategies. The traders would better 
understand the causes of their irrational behavior and 
may try to avoid or alter their behavior. The traders are 
required to overcome the hype or hoax created and should 
be able to judge the real and panicky movement. The open 
interest and time decay observed with trade enablers calls 
for emotional control while trading in options.

The research is also of value to the regulators and 
policy makers as it will help them to devise proper policies 
that may discourage the irrational behavior.
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iNtRodUCtioN
The constantly changing scenario in global financial 
markets has changed individual investors’ outlook on 
traditional finance. Fama [1] discussed that traditional 
finance operates on the efficient market hypothesis, 
presuming information-efficient financial markets and 
rational investors. However, in reality, investors follow 
the rule of thumb instead of optimization [2]. This 
contradiction created a revolutionary shift in research 
and practice, where conventional finance took a leap 
to behavioural finance. Behavioural finance focuses 
on individuals’ irrational behaviour in the market 
owing to the concepts and myths of traditional finance, 
psychology, and neuroeconomics [3].

Financial markets are competitive, offering flexible 
investing options among various financial assets and 
obtaining liquefiable returns from the invested capital 
[4]. However, stock market investment has always been a 
challenging decision which demands a rational thought 
process [5, 6]. Hoffman and Post [7] found that individual 
investors struggle to align their anticipated returns with 
their risk tolerance. Nearly 30% of investors think they 
can make prudent decisions yet fall short of achieving 
their investment objectives [8]. Hence, it is essential to 

comprehend what influences their investment intentions 
in the stock market. The discussion concerning 
individual investment decisions has been polarized by 
numerous scholars [9–13]. However, limited studies have 
been done on Indian investors’ intentions to invest in 
financial markets [14, 15].

It has been noted that despite the advancements 
in the financial markets, most Indian consumers 
have significantly less stock market participation [16]. 
According to 2021 World Bank data, India is the top 20 
saver nation, with a 30% savings rate as a percentage a 
percentage of GDP, the majority of which is accumulated 
in bank deposits, physical assets, and currency [17]. In a 
survey sponsored by the Securities and Exchange Board 
of India [18] on investment and savings behaviour, it was 
found that 15% of the total urban Indian households 
only invested in securities markets, and the remaining 
are more inclined towards less risky assets like bank 
deposits, post office schemes, insurance, etc. It has 
also been observed that the major roadblock is a lack of 
awareness among investors regarding key instruments. 
Thus, it becomes more important to study the rationale 
behind this context. The present study attempts to 
comprehend investor intentions in the Indian financial 
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markets, one of the largest developing economies. In 
addition, with the aim of understanding the investor 
behaviour in stock markets, this research also studies 
those individuals who can be potential investors. This 
research is an extension to understand the relationship 
between perceptive factors and social traits and the 
individual intention to invest [14, 19, 20].

liteRatURe ReVieW
Investment Intentions and Perceptive Factors

According to I. Ajzen [21], the theory of reasoned action 
asserts that behavioural intentions are insightful and 
can predict an individual’s inclination to behave in a 
particular manner. The theory of planned behaviour 
extends the theory of reasoned action, which states 
that intentions and perceived behavioural control can 
predict an individual’s behaviour [22, 23]. Behavioural 
intentions work with three critical, independent 
conceptual frameworks: attitude, subjective norms, 
and perceived behavioural control [24]. The theory 
of planned behaviour (TPB) proposes that individual 
intention precedes behaviour and has been widely used 
in studies related to behavioural domains [25].

Subjective Norms
The theory of planned behaviour postulates that 
individuals who are likely to invest in stock markets 
are influenced by their close peers or family [26]. 
Further, it creates social pressure on an individual to 
perform or not perform a specific behaviour in a given 
situation [22]. While understanding financial choices 
in family firms, family norms for external debt and 
equity positively and significantly affect behavioural 
intentions [27]. Social investors find a stock market 
investment more attractive when their peers 
participate [28]. While studying Indian stock markets, 
it was found that subjective norms show a weak 
positive effect on investment intention [29]. Thus, the 
perceptive factor, a subjective norm springing from 
acquaintances, influences the investment intention of 
an individual, proposing the following hypothesis:

H1: Subjective Norm positively impacts individual 
investment intentions towards the stock market.

attitudes
Attitude is an individual’s psychological and cognitive 
behaviour while assessing a particular aspect and 

evaluating the favourable or unfavourable outcomes 
[30]. A positive attitude will lead to a stronger 
behavioural inclination, whereas a negative attitude 
will provide a weaker preference [15]. Sin-Hui et al. 
[31] identified attitude as the most substantial TPB 
variable to describe the intentions of accounting 
practitioners concerning earning management. 
Attitude towards risk impacts investment behaviour, 
creating specific behavioural aspirations for different 
risk-intolerant levels [32]. Further, while studying 
the theory of planned behaviour in the Indian stock 
market, investors’ attitudes partially mediate the 
relationship between financial knowledge and 
investment intentions [33]. Based on the arguments, 
the attitude of individual investors influences their 
investment intentions, proposing the following 
hypothesis:

H2: Attitude positively affects individual investment 
intentions towards the stock market.

Perceived Behavioural Control
The theory of planned behaviour presumes that 
perceived behavioural control explains the perception 
of whether an individual has possession of the 
required resources, ability, or opportunity to perform 
a behaviour [34]. Various studies were done under the 
pretext that perceived behavioural control influences 
the behavioural intentions of individual investors [35, 
36]. Mahastanti & Hariady [37] identified perceived 
behavioural control and risk preference as influencing 
the intent of potential female investors to purchase 
financial products. While understanding the factors 
influencing the adoption of future products, perceived 
behavioural control indicates a strong association with 
investment intentions [38]. Thus, the study proposes 
the following hypothesis:

H3: Perceived Behavioural Control (H1c) positively 
impacts individual investment intentions toward the stock 
market.

Subjective Norms and Attitude
Various studies have found a direct influence of 
subjective norms on the attitude of individual 
investors [39, 40]. Shanmugham and Ramya [41] 
identified a significant effect of various social factors, 
including media, the Internet and social interactions, 
on the attitudes towards trading. This research 
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evaluates the individual investment intentions in the 
Indian stock market, where most individual investors 
are easily affected by others’ opinions and the media. 
In India, the stock market is widely discussed across 
various media channels, which descriptively provide 
knowledge and analysis of the stock market. The 
opinions of peers and financial professionals will 
influence whether investing or not in stocks is a wise 
decision for an individual. Thus, the study proposes 
the following hypothesis:

H4: Subjective Norm positively influence an individual’s 
attitude toward stock market investment intentions.

Investment Intentions and Personality Traits
Personality is a distinct representation of how 
individuals feel, think, and behave [42]. Multiple 
researchers, including Raymond Cattell, Donald 
Fiske, Norman, Smith, Goldberg, McCrae & Costa, 
have conducted various empirical studies to 
contract personality attributes [43]. The Big Five 
Traits taxonomy can be identified by addressing five 
personality dimensions: extroversion, openness to 
experience, conscientiousness, emotional stability and 
agreeableness [44]. Numerous studies have suggested 
that personality traits can anticipate the purview of 
human behaviour, preference and effects [20, 45, 46]. 
Pak and Mahmood [47] found that these attributes 
affect individual investors’ risk tolerance behaviour, 
ultimately impacting their investment decisions in the 
financial market.

While studying the perceptions of individual 
investors and their decisions regarding various 
investment opportunities, it has been found that anxious 
people are sensitive to high risk and tend to save more 
and avoid investment. In contrast, independent and 
extroverted individuals lean more toward making 
investments [48]. Researchers have examined various 
psychological antecedents related to investment 
intentions and proposed that extroverted individuals 
have more intentions to invest in the short-term. In 
contrast, individuals with higher neuroticism and risk 
aversion avoid investing in short-term investment 
opportunities [19]. Conscientious, open to experience, 
and agreeable individual investors carry long-term 
investment intentions, whereas risk-averse individuals 
avoid them [49]. This study will extend the literature 
on how different personality characteristics influence 

individual intentions to invest. Subsequently, the 
following hypothesis is proposed:

H5: Extroversion (H5a), Agreeableness (H5b), 
Conscientiousness (H5c), Emotional Stability (H5d) and 
Openness to Experience (H5e) significantly influence 
individuals’ stock market intentions.

Moderating roles of demographic Factors  
(age & Gender)

Several  researchers have examined various 
demographic factors affecting the investment 
decisions of individuals. It has been found that males 
are more overconfident than females and often 
underperform while indulging in excessive trading [50]. 
While designing a practical application for behavioural 
finance, women are more risk-averse than men [51]. 
Various personality traits and emotional intelligence 
significantly affect the risk tolerance level of males 
and females [52]. A diverse relationship has been 
found between different age groups when making 
an investment decision [53]. It has also been found 
that risk aversion falls with age, increases until five 
years before retirement, and then rises again with age 
[54]. Therefore, the research proposes the following 
hypothesis to study the moderating role of gender and 
age:

H6: Gender (H6a) and Age (H6b) moderate the 
relationships between the personality of an individual 
investor, intuitive factors, and stock market investment 
intention.

Figure 1 represents the Conceptual Framework for the 
study. This framework will help to understand factors 
influencing Stock Market Investment Intentions.

ReseaRCh data aNd MethodoloGY
sample and data Collection

The target population for the present study is 
individual investors who are 20 years of age and 
older and eligible to do stock market trading in India 
with or without prior trading experience. A solicited 
questionnaire is better for a dispersed population 
to understand their personal opinions; thus, a well-
structured questionnaire was designed. Individual 
participants from the National Capital Region (NCR), 
India were approached randomly, and questionnaires 
were distributed via phone and e-mail using purposive 
and convenience sampling techniques. In order to 
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prevent sampling errors and ensure the predictability 
and validity of the research, G* Power Software is a 
statistical power analysis program used to estimate 
the sample size and conduct power analyses [55]. With 
the help of G* Power Software V 3.1.9.7, the minimum 
sample size was estimated at 160 respondents at 
0.80 power at a 0.05 confidence level [56]. For this 
study, nearly 483 participants were approached with 
the questionnaire, out of which 422 responses were 
received, with twelve incomplete responses. At last, 
411 responses were found valid [57], with an effective 
response rate of 85.09%.

Measurement of the variables
The first section of the research survey explained 
the aim of the study and provided directions for 
completing the survey. The second section was 
designed for respondents to submit demographic data. 
The third section included a research tool with items 
studied through a seven-point Likert scale, with one 
being “Strongly Disagree” and seven being “Strongly 

Agree”. Various exogenous and endogenous variables, 
along with their latent variables, were adapted 
from previous studies. Some items were modified 
in the Indian context for better research analysis. 
The research is analyzed through the Partial Least 
Squares —  Structural Equation Model (PLS-SEM) with 
the help of SmartPLS software.

The proposed model for this study includes 
five variables. The big five-factor model is the most 
commonly used personality model for research [58]. 
Romeros et al. [59] suggested that a compact version of 
the big five personality scale might save research costs, 
boost participation, and simplify survey administration. 
In this study, personality traits are measured through a 
Ten-Item Personality Inventory (TIPI) measure, which is 
adapted from the study of Gosling, Rentfrow, & Swann 
[60]. This research examined the cognitive constructs of 
TPB adopted from the previous work of Taylor and Todd 
[61] & Elliot and Ainsworth [24] and modified the items 
to align with the study [3, 4]. For the dependent variable, 
i. e., the investment intention of individual investors, 

 
Fig. 1. Conceptual Framework for studying stock Market investment intentions
Source: Compiled by the authors.

C. Gautam, R. Wadhwa, T. V. Raman



FINANCE: THEORY AND PRACTICE   Vol. 28,  No. 4’2024  FINANCETP.FA.Ru  22

four items were used for measurement, adapted from 
the work of Lim, Soutar, & Lee [62].

ResUlts
Demographic Profile

Table 1 summarizes the demographic profile of the 
survey respondents. Of 411 respondents, 52.8% were 
male, and 47.2% were female. A total of 78.8% lie in 
the age group of 20–30 years, 13.9% were in 30–40 
years, 3.4% in 40–50 years and 3.9% respondents 
were from the 50–60 years age group. Most of the 
respondents were post-graduates (67.6%), followed by 
graduates (28%) and the rest were diploma qualified 
(4.4%). Respondents who had trading experience in 
the stock market stood at 40.9% while 59.1% did not 
have any trading experience.

DATA ANALYSIS VIA PLS-seM
Measurement Model

The measurement model is assessed by examining 
the reliability of the item, internal consistency, 
and discriminant validity [63]. Table 2 shows the 
28-indicators with their factor loadings in the 
measurement model. Cronbach’s alpha is applied 

to determine internal consistency for a detailed 
reliability check. The value of Cronbach’s alpha 
is within the acceptable limit of 0.7 and above 
[64]. Furthermore, the internal consistency and 
composite reliability (CR) of the latent variables are 
analysed to ascertain the convergent reliability of the 
constructs, which is between 0.79 and 0.95, exceeding 
the threshold value of 0.7 [65]. Thus, CR is assured. 
Additionally, to determine convergent validity, the 
average variance extracted (AVE) is calculated and is 
higher than 0.5, which is considered adequate [65, 66].

Discriminant validity is determined to evaluate 
the degree to which the constructs are different from 
others [67]. According to Fornell and Larcker [65], to 
determine discriminant validity, the AVE square root 
of an identified construct should be greater than the 
inter-construct correlation in a measurement model, as 
shown in Table 3. The value of the square root of AVE 
(in italics) is greater than the inter-construct correlation. 
Table 4 illustrates the Heterotrait-Monotrait ratio 
(HTMT ratio) to ascertain the discriminant validity of 
the constructs, which are under the required threshold 
of 0.85 [68]. Therefore, the results of the discriminant 
validity analysis are accepted.

Table 1
demographic information

Characteristics Frequency Percentage

Gender
Male 217 52.8%

Female 194 47.2%

Age

20–30 years 324 78.8%

30–40 years 57 13.9%

40–50 years 14 3.4%

50–60 years 16 3.9%

Educational Qualification

Diploma 18 4.4%

Graduate 115 28.0%

Post-graduate 278 67.6%

Marital Status
Married 127 30.9%

Unmarried 284 69.1%

Trading Experience
Yes 168 40.9%

No 243 59.1%

Source: Compiled by the authors.
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Table 2
standard loadings of the Measurements

Constructs items outer loadings aVe
Composite 
Reliability

Cronbach’s alpha

extroversion (eX)
I find myself extraverted and 
enthusiastic

0.977
0.717 0.831 0.786

I am reserved and quiet® 0.692

agreeableness (aG)
I am critical and quarrelsome® 0.971

0.784 0.878 0.766I am sympathetic and warm to 
others

0.791

Conscientiousness (Ct)
I am dependable and self-
disciplined

0.913
0.743 0.852 0.764

I am disorganized and careless® 0.807

emotional stability (es)

I am anxious and quickly get 
upset® 0.799

0.742 0.851 0.765

I am calm and emotionally stable 0.919

openness to experience (oe)
I am open to new experiences 0.981

0.674 0.798 0.727
I am conventional and uncreative® 0.621

Subjective Norm (SN)

I will participate in stock markets if:
•	 My colleagues do

0.775

0.608 0.886 0.845

•	 The media promote 0.842
•	 The senior management 

agrees
0.742

•	 My family approves 0.777
•	 The Government and experts 

encourage
0.760

attitude (at)

Investment in the stock market 
increases the financial knowledge 
of an individual

0.754

0.644 0.900 0.861

Stock market investment is a smart 
choice

0.827

I perceive stock market investment 
as substantial

0.882

Stock market investment is a fresh 
concept

0.688

I enjoy trading in the stock market 0.848

Perceived Behavioural 
Control (PBC)

I generally have the information 
required to invest in the stock 
market

0.910

0.758 0.924 0.886
I invest in the stock market for a 
significant amount of time

0.956

I invest in the stock market and put 
forth more effort

0.948

I have enough money to make stock 
market investments

0.624

investment intentions (iN)

I aim to invest in the stock market 0.922

0.831 0.951 0.932

I endorse investing in the stock 
market and will advise others to do 
the same

0.870

I will keep on investing in the stock 
market

0.960

I can cope with the disruptions 
brought on 0.892 the stock market 
trading

0.892

Source: Compiled by the authors.
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structural Model assessment
The structural model assessment is based on four 
parameters, including examination of multicollinearity, 
structural model relevance, and determination of 
coefficient (R 2) [69]. Collinearity is evaluated by 
assessing the Variation Inflation Factor (VIF) with the 
help of latent constructs. According to Hair et al. [67], 
the value of VIF should not exceed 5 for the data to 

follow collinearity. In the present study, no issue of 
multicollinearity is found, as the VIF values obtained 
are EX (1.484), AG (1.302), CT (1.435), ES (1.185), OE 
(1.700), SN (1.428), AT (2.168) and PBC (1.729).

After a successful collinearity check, the significance 
of the constructs is determined using bootstrapping 
techniques [67]. Table 5 represents the results of path 
coefficients and t-statistics through bootstrapping 

Table 3
discriminant Validity of the Measurements

eX aG Ct es oe sN at PBC iN

EX 0.720

AG 0.593 0.756

CT 0.524 0.729 0.765

ES 0.523 0.601 0.517 0.773

OE 0.650 0.662 0.668 0.588 0.807

SN 0.193 0.012 –0.006 0.004 0.023 0.78

AT 0.162 –0.020 0.089 0.045 0.073 0.53 0.803

PBC 0.180 –0.025 0.080 0.020 0.067 0.363 0.645 0.87

IN 0.174 –0.019 0.102 0.078 0.098 0.471 0.778 0.659 0.911

Source: Compiled by the authors.

Table 4
htMt Ratio

eX aG Ct es oe sN at PBC iN

EX

AG 0.409

CT 0.486 0.193

ES 0.447 0.181 0.635

OE 0.400 0.442 0.534 0.525

SN 0.289 0.116 0.143 0.121 0.062

AT 0.219 0.142 0.117 0.101 0.130 0.570

PBC 0.251 0.082 0.160 0.069 0.095 0.373 0.704

IN 0.207 0.074 0.149 0.140 0.129 0.472 0.605 0.714

Source: Compiled by the authors.
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5000 random cases. Figure 2 shows the structural model 
results using Partial Least Squares (PLS) analysis with 
standardized path coefficients and summarizes the PLS 
analysis of the structural model with t-test statistics. 
Post-hypothesis testing, the coefficient of determination 
(R 2) is calculated, and the results are satisfactory [70], 
as shown in Table 6.

DISCuSSIONS AND IMPLICATIONS
discussions

Hypotheses Testing
Table 5 represents the path coefficient value and 
results of the hypothesis. The results support the 
hypotheses H1, H2 and H3, showing a positive and 
significant impact of SN, AT and PBC on IN (H1: 
t = 2.085, p < 0.05; H2: t = 12.883, p < 0.05; H3: 
t = 6.198, p < 0.05). SN has also shown a significant 
and positive effect on AT (H4: t = 17.963, p < 0.05). 
Thus, the results support hypotheses H4. While 
talking about the effect of personality traits on 
investment intentions, ES and OE have a significant 

and positive impact on IN (H5d: t = 1.701, p < 0.10; 
H5e: t = 1.786, p < 0.10), while AG has a significant and 
negative impact on IN (H5b: t = 1.974, p < 0.05). For 
testing further hypotheses (H6a and H6b), partial least 
squares —  multi-group analysis (PLS-MGA) is done.

This research confirms the role of personality 
traits and perceptive factors in determining individual 
stock market investment intentions. It expands the 
knowledge of individual investment behaviour rather 
than sticking to fundamental or traditional theories. 
This study provides empirical evidence demonstrating 
individual investors’ intentions in the stock market by 
revalidating TPB. The findings suggest that perceptive 
factors, including subjective norms, attitudes, and 
perceived behavioural control, positively and 
significantly influence the stock market investment 
intentions and align with the work of Ibrahim and 
Arshard’s [71]. Investment firms can introduce mobile 
applications and financial analysis software to promote 
new and innovative portfolio management techniques. 
Investment organizations or security firms can also 

 

Fig. 2. PLS-SEM Full Model with Path Coefficient and t-Statistics (p < 0.05*, p < 0.10**)
Source: Compiled by the authors.
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Table 5
Results of Hypothesis Testing. ** and * Represents a Significant Level at 5% and 10% (Two-Tailed Test)

hypothesis Path Coefficients t-Value

H1 SN–>IN 0.072 2.085*

H2 AT–>IN 0.559 12.883*

H3 PBC–>IN 0.267 6.198*

H4 SN–>AT 0.530 17.963*

H5a EX–>IN 0.024 0.350

H5b AG–>IN –0.126 1.974*

H5c CT–>IN 0.040 0.539

H5d ES–>IN 0.094 1.701**

H5e OE–>IN 0.017 1.786**

Source: Compiled by the authors.

Table 6
Coefficient of Determination (R2)

Variables Coefficient of Determination (R2)

AT 0.288

IN 0.657
Source: Compiled by the authors.

Table 7
Result of PLS-MGA. * and ** Represent a Significant Level at 5% and 10% (Two-Tailed Test)

Variables

Path Coefficients
Gender 

differences

Path Coefficients
age 

differencesMale Female below  
40 years

above  
41 years

SN–>IN 0.124 0.091 0.657 0.071 –0.234 0.057**

AT–>IN 0.76 0.255 0.000* 0.536 0.549 0.939

PBC–>IN 0.076 0.535 0.000* 0.258 0.249 0.963

SN–>AT 0.473 0.667 0.000* 0.498 –0.805 0.000*

EX–>IN –0.091 0.03 0.328 –0.017 –0.09 0.774

AG–>IN –0.014 –0.237 0.191 0.045 –0.139 0.552

CT–>IN –0.076 0.204 0.064** –0.007 0.213 0.49

ES–>IN 0.009 0.076 0.603 0.067 0.009 0.777

OE–>IN 0.182 0.012 0.32 –0.02 –0.079 0.866

Source: Compiled by the authors.
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influence an individual’s perception of participating in 
stock market trading by providing accurate information 
and efficient infrastructure and technology. More media 
reporting will help promote the stock market, which 
will escalate an individual’s investment intention. 
The empirical results of this study also indicate that 
subjective norms positively affect an individual’s 
attitude towards stock market investment. It implies that 
individual opinions will also turn positive towards stock 
markets if their family or peers participate in trading.

The result also suggests a positive and significant 
association between personality traits like emotional 
stability and openness to experience and the investment 
intentions of individual investors in the stock market. 
However, agreeableness negatively impacts investment 
intentions. These results extend the work of Aren & 
Nayman [72]. As every individual carries different 
characteristics, the social trait of being emotionally 
stable and open to new experiences positively boosts 
the intention to invest. Investment organizations may 
seek happy individuals who are excited about new 
opportunities and can invest more time and energy 
participating in stock markets. Besides expecting 
investors to develop efficient portfolios, a financial 
adviser might ask for preferences and build a behavioural 
portfolio based on their personality attributes.

Multi-group Analysis using PLS
PLS-MGA has been suggested as a practical approach 
to study group comparison research [70]. The current 
research examines the moderating effect of Gender 
and age through PLS-MGA using SmartPLS. The 
Gender is divided into male and female, while the 
construct age is categorized into below 40 and above 
41 to compensate for the unequal age distribution of 
the sample. The findings of PLS-MGA are summarized 
in Table 7. The group difference of path coefficients 
of the male and female groups is significant and, thus, 
moderates the relationship between AT and IN, PBC 
and IN, and SN and AT at p < 0.05. The findings also 
suggest that Gender moderates the association of CT 
and IN at p < 0.10. Thus, H6a is partly supported. The 
path coefficient difference of age category significantly 
moderates two relationships, including SN and IN at 
p < 0.10 and SN and AT at p < 0.05. Consequently, H6b 
is partly supported. This study tries to understand the 
moderating effect of demographic factors, i. e., Gender 

and age, on the relationship between perceptive 
variables and traits with individual investment 
intentions. The empirical results extend the research 
work of Mayfield et al. [20] and Barber & Odean [12]. 
The research findings suggest that males form an 
attitude toward their investments; in contrast, females 
have a perceived difficulty while investing and develop 
attitudes towards their investments based on social 
pressure.

A substantial influence of Gender is also seen between 
conscientiousness and investment intentions, suggesting 
that females are more anxious and conscientious 
regarding their investments when compared with males. 
Furthermore, the results suggest a difference in the 
impact of an investor’s age on their intent to invest. It 
was found that young investors have a positive intent 
to invest in the Indian stock markets. However, they 
are swayed away by social pressure and develop an 
attitude of their own. In contrast, older investors are 
experienced and are not influenced by social anxiety. 
The policymakers can deliver a clear-cut fair-trading 
process with transparent corporate details to enhance 
individuals’ stock market trading experience. As a result, 
the government and financial intermediaries should 
work more to rebuild investor confidence, develop better 
attitudes toward investing, consequently booming the 
stock market.

CoNClUsioN
The traditional finance theories state that investors 
make their choices rationally and maximize their 
utility [1]. Whereas behavioural finance research works 
on the premise that investors behave irrationally 
and proposes various models to understand 
investment decision-making. This research examines 
the association between individual investors’ 
perceptions, their personalities, and the effect on 
stock market investment intentions. The results 
show a significant effect of perceptive factors on the 
investment intentions of individuals. It also suggests 
that personality traits like agreeableness, emotional 
stability, and openness to experience influence an 
individual’s investment intentions.

The study found a meaningful moderating role of 
socio-economic factors like age and Gender on the 
association of perceptive factors, personality traits 
and investment intentions. The research will help 
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the media report about the stock market and escalate 
new government policies to promote the same in a 
way that will induce an individual’s intention to invest. 
Accordingly, if investment firms and policymakers 
consider these implications to promote participation 
and investment in the stock market, they can change 
individual investors’ perceptions about the Indian stock 
market. These measures will make it easier for businesses 
to obtain low-cost financing, resulting in long-term 
growth.

LIMITATIONS AND FuTuRE SCOPE  
oF stUdY

The findings of this survey may not be universally 
applicable because it was conducted in limited parts 
of India, with respondents aged 20 and above who 
earn a salary or have investment income, including 

those with and without stock trading expertise. 
Although the questionnaires are disseminated to 
be proportional to the demographic background, 
more empirical variation in other geographic 
locations and settings, such as Asia and Western 
countries, will broaden the scope of the current 
study’s applicability. Furthermore, it is observed 
that the data is not proportionally distributed 
among different age-groups. Future studies might 
focus on the effects of the Big Five personalities and 
intuitive factors on other financial decision-making 
processes, such as herding, disposition effects, and 
ability heuristics. Finally, this research thoroughly 
examines people’s intent to participate in stock 
markets, and the research model may be used as 
a theoretical framework for future sustainable 
development research.
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iNtRodUCtioN
According to a survey conducted by the Danareksa 
Research Institute in 2022, 39.56% of respondents 
admitted that the financial decision-makers in their 
household were the wife or the female head of the 
household, followed by the husband or male head of 
the household with a percentage of 30.97%, and the 
remaining 29.47% of financial decision-making is carried 
out jointly by the husband and wife. The results of this 
survey indicate that the wife is primarily responsible for 
making financial decisions for the family. In determining 
the functions and responsibilities of a woman within 
the family as the Chief Household Officer or the primary 
decision-maker in managing personal and family 
finances, the ability to make financial decisions is a 
crucial factor [1]. Women are expected to have confidence 
in managing their household finances; however, 
according to the results of a McKinsey survey conducted 
in 2020, women have less confidence in making financial 
decisions, despite having worked with financial advisors.

Women need more confidence when making financial 
decisions, and they tend to avoid taking financial risks. 

When making investment decisions, women have a 
lower percentage than men; this is because women’s 
perspectives on financial positions are strongly 
influenced by their family background [2]. Women’s 
status can be the greatest impediment to household 
financial decision-making [3]. The relationship between 
financial decision-making and women is collectively 
between husband and wife, but there are impediments 
as to who is entitled between husband and wife to 
determine good household decision-making [4]. 
Financial decision-making is significantly related to 
certain demographic characteristics of career women 
(age, marital status, education, occupation, and income) 
[5]. Through the use of structural equation modeling 
to examine the financial decision-making of female 
entrepreneurs, it was discovered that financial literacy 
has a significant impact on financial decision-making [6]. 
Financial decisions can be made with the participation 
of women. Nonetheless, the degree of interference from 
government regulations in the form of regulations also 
affects the quality of the resulting financial decision-
making [7].
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Several recent studies [8–11] indicate a close 
relationship between women, education, psychology, 
cognitive ability, level of literacy, and family income 
contribution to financial decision-making. The findings 
of a 2020 survey conducted by McKiney explain the 
significance of identifying social and other variables 
to clarify the phenomenon of women making financial 
decisions. Personal preference [12, 13], intrinsic and 
extrinsic motivation [14], financial knowledge [15, 16], 
confidence in the information obtained [17, 18], financial 
information [19, 20], and family environment [21] are 
correlated with other latent variables in individual 
financial decision-making, according to previous research.

Meanwhile, constructs that are rarely explored are 
cognitive abilities and habits that can influence decision-
making. Cognitive abilities and positive habits can 
help individuals reduce bias in their financial behavior. 
Cognitive abilities and positive habits such as fluid 
intelligence constructs [22, 23], financial literacy [24], 
and budgeting habits [25] with individual financial 
decision-making. This study aims to fill a gap in previous 
research and add to the originality of the relationship 
between financial behavior bias and individual financial 
decision-making. By examining the relationship between 
the research model, specifically fluid intelligence, 
and financial decision-making. Nonetheless, prior 
research has shown that investors who do not engage 
their cognitive side make a large number of irrational 
financial decisions [26]. In contrast to the findings of 
other studies, cognitive abilities (fluid intelligence) and 
a solid educational background are positively associated 
with individual financial decisions [27].

This study aims to assess fluid intelligence and 
financial literacy concerning financial decision-making 
among female lecturers in Region VII of Dpk LLDekti, 
Indonesia. This article investigates the connection 
between fluid intelligence, financial literacy, and financial 
decision-making. This study examines the exogenous 
variables of fluid intelligence, including numerical 
intelligence, verbal comprehension, perception speed, 
inductive reasoning, and deductive reasoning. It employs 
a quantitative method to forecast the relationship 
between the identified variables. In the following order, 
the research will be conducted: The literature review in 
Section 2 will focus on fluid intelligence, financial literacy, 
and financial decision-making. Section 3 then discusses 
the research methodology and data. The fourth section 

discusses measurement models, structural models, 
and testing hypotheses. The fifth section presents the 
research’s conclusions, practical implications, limitations, 
and scope for future study.

liteRatURe ReVieWs
Fluid intelligence

It has been widely acknowledged that the theory of 
fluid intelligence is useful for accommodating several 
conflicting views regarding the nature of intelligence in 
general, particularly regarding intelligence as a general 
ability and the relative roles of heredity and environment 
in the development of intelligence. Sobkow [28] 
presents the theory of fluid intelligence as a taxonomy 
that integrates fluid intelligence and crystallized 
intelligence in financial decision-making. The theory 
of fluid intelligence derives from an analysis of second-
order factors of individual mental ability factors, which 
indicate the presence of multiple general factors [29]. 
Capabilities requiring a certain level of individual 
intelligence can be arranged into multiple dimensions 
at a more general level [30]. Number intelligence (FI NI), 
verbal comprehension (FI VU), perception speed (FI PS), 
inductive reasoning (FI IR), and deductive reasoning 
(FI DR) are the components of fluid intelligence.

Several prior studies have demonstrated the 
connection between fluid intelligence and financial 
literacy. The relationship between financial behavior and 
financial literacy has several positive associations with 
an age-based approach [31]. Other studies examining the 
relationship between financial behavior, fluid intelligence, 
and financial literacy reveal that as people age, their 
scores and comprehension of financial literacy decline 
[32]. Other research indicates that as women age and 
approach widowhood, their attitudes and perspectives 
on finances will change, increasing their financial 
literacy [33]. Consequently, this study proposes the next 
hypothesis:

H1: Their literacy finances are impacted by their 
intelligence fluid.

Financial literacy
Better financial decision-making is associated with 
financial literacy. Individuals with greater financial 
acumen perform better in future planning, are less 
likely to incur debt, and participate in financial 
markets with more diversified portfolios more 

behaVioRal eCoNoMiCs



FINANCE: THEORY AND PRACTICE   Vol. 28,  No. 4’2024  FINANCETP.FA.Ru 35

frequently. Additionally, financial literacy is associated 
with greater yields on deposit accounts and a greater 
propensity to withdraw bank deposits [34].

Financial literacy is indispensable for assessing 
financial issues and implementing financial education 
programs [35]. A high level of financial understanding 
contributes significantly to a person’s financial well-
being because those with a strong grasp of finances are 
more likely to make plans. In contrast, a lack of financial 
literacy is one of the most influential factors in making 
sound financial decisions, which has a negative effect. 
Consequently, this study proposes the next hypothesis:

H2: Their level of financial literacy affects their financial 
decisions.

Financial decision Making
The theory of behavioral finance explains the 
psychological relationship between the behavior of 
investors or financial analysts and the process of 
making financial decisions. The theory of behavioral 
finance explains why investors are not always rational, 
have limited self-control, and are susceptible to 
(subjective) bias. There is a growing body of literature 
that explains how families make financial decisions. 
Within the framework of domestic production, the two 
most prominent theories are based on the perspective 
of bargaining power and the specialization of tasks and 
responsibilities [36].

Empirical evidence supports the bargaining 
explanation, which asserts that household members 
with financial control associated with education, 
employment, and wage levels wield the greatest influence 
in the decision-making process [37]. In determining 
which spouse is responsible for household decisions, 
differences in income and employment status are always 
decisive, whereas the evidence regarding the influence of 
other factors is inconsistent [38]. After years of making 
financial decisions and observing others, however, older 
individuals may also benefit from the experience.

Financial decision-making effectiveness is determined 
empirically by financial decision-making competence 
[39–41] and financial literacy [35, 38]. Competence 
in decision-making refers to an individual’s ability to 
make better choices. It is also related to the rational 
choice model’s proposed decision-making principle. 
The psychological field of decision-making has 
examined how well people adhere to decision-making 

principles under experimental conditions that have been 
scientifically manipulated [42]. The scientific argument 
that establishes financial literacy as a mediating variable 
[43–46] is that it has been demonstrated that financial 
literacy as a mediating variable influences decisions 
regarding the adoption of various financial strategies.

Without the role of financial literacy as a particular 
mediation, financially illiterate groups of respondents are 
more likely to have financial problems and are more likely 
to reduce expenses, seek work opportunities, increase 
debt, and reduce/sell housing, among others, whereas the 
financially literate group of respondents is more likely to 
seek professional financial advice, purchase a life annuity, 
and contribute to a retirement plan. Consequently, this 
study proposes the next hypothesis:

H3: Fluid intelligence and financial literacy influence 
their financial decisions.

Fig. 1 displays variable exogenous and endogenous 
research. This is based on prior relevant theory and 
research. Fig. 1 is a second-order conceptual model 
for understanding fluid variable intelligence, which is 
comprised of number intelligence, verbal comprehension, 
speed of perception, inductive reasoning, and deductive 
reasoning, as well as variables related to literacy and 
financial decision-making.

ReseaRCh data aNd MethodoloGY
sample and data Collection

The research population consists of 540 individuals 
who are female college lecturers Dpk in the private 
sector of East Java, Indonesia. With the Slovin formula 
and a margin of error of 5%, a total sample of 230 
people is obtained. This study employed multiple 
levels of sampling, with the first stage employing a 
proportional simple random sample. The application 
of this method is based on the assumption that it does 
not stratify the population. Universities, institutes, 
colleges, academies, and polytechnics fall under the 
category of higher education. This study’s participants 
were categorized by age, institution, number of years of 
service, and most recent education. Using a structured 
questionnaire to collect primary data on the opinions 
of the sample population.

Measurement of the Variables
This study collects primary data via a structured 
questionnaire and employs a unique scale to assess 
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the identified variables’ impact on female lecturers’ 
financial decision-making. The survey consists of 
two parts, the first of which is designed to collect 
respondent profile information. The second section is a 
research instrument with items to be studied on a five-
point Likert scale, with “strongly disagree” receiving 
the least weight and “strongly agree” receiving the 
most. Exogenous and endogenous variables were 
adapted from previous research and modified to 
account for the lecturing profession of women. Using 
a scale inspired by Li et al. [47] and Sobkow et al. [28], 
fluid intelligence is an independent variable comprised 
of numerical intelligence; verbal comprehension; 
the speed of perception; inductive reasoning; and 
deductive reasoning. The financial literacy variable 
statement was adapted from Balasubramanian and 
Sargent [35] and Liu and colleagues [48]. Adapted from 
Mertzanis [36] and Fong et al. [38]: financial decision-
making, endogenous variable statement.

ResUlts
Respondent Profile

The population and sample for this study were DPK 
lecturers from Region VII of LLDikti. There were a total 

of 230 female lecturers who provided information for 
this study. Percentage of respondents based on age, the 
majority of respondents observed were aged between 
51–60 years, as many as 140 individuals (60.9%); aged 
61 years, as many as 52 individuals (22.6%); and as 
many as 38 individuals (16.5%) aged between 41–50 
years. This distribution indicates that the majority of 
female professors are still in their productive years. 
The percentage of respondents by institution, with the 
majority of respondents observed at the university level, 
was 143 (62.2 percent), followed by 48 (20.9), 32 (13.9), 
and 7 (3.0 percent) for Institutes, Polytechnics, and High 
Schools, respectively. The percentage of respondents 
based on years of service revealed that the majority 
of respondents (92 individuals) had 21–30 years of 
service (40.0 percent). 136 individuals comprised the 
majority of respondents with a master’s degree, based 
on the percentage of respondents with recent master’s 
degrees (59.1 percent). Table 1 provides a summary of 
the characteristics of the study’s respondents.

Data Analysis using PLS-SEM
Verification of the analysis in the study is achieved 
using the statistical test tool with the equation test 

 

Fluid 
intelligence 

(FI) 

Financial 
Literacy 

(FL) 

Financial 
Decision 

Making (FDM) 

Number 
intelligence 

(FI_NI) 

Verbal 
understanding 

(FI_VU) 

Perception 
speed 

(FI_PS) 

Inductive 
reasoning 
(FI_IR) 

Deductive 
reasoning 
(FI_DR) 

Fig. 1. Conceptual Framework
Source: Compiled by the authors.
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structure based on variance or Partial Least Square 
(PLS) software SmartPLS 4. PLS is utilized to forecast 
the relationship between constructed variable pairs. 
Another benefit of PLS is that it enables researchers 
to obtain the dominant latent variable values for 
evaluating their prediction results. The indicators 
of the latent variables are linear aggregates, and the 
latent variable score components (weight estimate) 
are derived by examining the inner model (a structural 
model that links latent variables) and the outer 
model (the measurement model, i. e., the relationship 
between indicators and their constructs).

Measurement Model
In measuring convergent validity, the outer loading 
value obtained by each measurement indicator is 
compared to the variable it represents. Indicators with 

outer loading values less than 0.6 indicate that these 
indicators are ineffective at describing the variables in 
the developed model. The AVE values for all variables 
satisfy the requirements, which are above 0.5, as shown 
in Table 2. The lowest AVE value is found in the FL 
variable, with a value of 0.627; it can be concluded that 
the data from this study satisfied the requirements of 
the convergent validity test.

The next test is the construct reliability test, which is 
measured by two criteria, Composite Reliability (CR) and 
Cronbach’s Alpha (CA) from the indicator block, which 
measures the CR construct utilized to demonstrate good 
reliability. A construct is deemed reliable if the composite 
reliability or Cronbach’s Alpha value is greater than 
0.70. The composite reliability test and Cronbach alpha 
values in Table 2 are greater than 0.6, indicating that 
each instrument’s value is reliable. Measure formative 
construction with a collinearity indicator whose VIF 
score is 10.

Table 3 is a discriminant of measurement validity 
based on: Which correctly assigns a variable to every 
indicator whose measurements were input into the 
model? Currently, every instrument measurement must 
satisfy a discriminant condition of validity, followed 
by measurements of cross-loading. Cross-loading 
measurements are conducted by evaluating every model 
instrument for every model variable.

hypothesis test
The last stage of statistical analysis and inference is 
hypothesis testing. Testing The hypothesis was formed 
by comparing the t-statistic and t-table values derived 
from the connection between variables in the previous 
model. The confidence level of the processed data is 
95%, with a critical r value or alpha of only 5%. Based 
on such a rate, the t-table values used for comparison 
with the t-statistic value of each relationship is 1.964; 
if the connection between variables possesses a 
t-statistic value greater than 1.964, the hypothesis can 
be accepted (Table 4).

Initially (H1), intelligence fluid affects their literacy 
finances. This acknowledged. Table 5 shows that the 
result is supported by greater t-statistic values than 
t-table values (6.119 > 1.964). The accepted second (H2) 
hypothesis is that financial literacy affects their financial 
decisions. This result is observed for a greater number 
of t-statistic values than t-table values (5.817 > 1.964). 

Table 1
Respondent Profi

Characteristics Frequency Percentages

Age (years)

41–50 38 16.5

51–60 140 60.9

≥ 61 52 22.6

agency

University 143 62.2

Institute 48 20.9

Polytechnic 32 13.9

High School 7 3.0

Working Period 
(year)

1–10 Years 19 8.3

11–20 Years 40 17.4

21–30 Years 92 40.0

≥ 31 Years 79 34.3

Last Education

Masters 136 59.1

Doctor 94 40.9

Source: Compiled by the authors.
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Table 2
Factor loadings of the Constructs

Constructs and 
items id outer 

loadings aVe Composite
reliability

Cronbach’s 
alpha ViF

FI_(NI)
FI_(NI)1 0.900

0.822 0.786 0.783
2.124

FI_(NI)2 0913 2.654

FI_(VU)
FI_(VU)1 0.916

0.834 0.801 0.801
1.804

FI_(VU)2 0911 1.804

FI_(PS)
FI_(PS)1 0910

0.835 0.803 0.802
2.200

FI_(PS)2 0917 2.347

FI_(IR)
FI_(IR)1 0.906

0.819 0.779 0.779
1688

FI_(IR)2 0.904 2.363

FI_(DR)
FI_(DR)1 0.894

0.793 0.739 0.739
2.186

FI_(DR)2 0887 1988

FL

FL1 0.772

0.627 0.804 0.802

1.443

FL2 0.790 1.742

FL3 0.799 1.739

FL4 0.806 1.719

FDM

FDM1 0.901

0.700 0891 0.806

1.734

FDM2 0.733 1.721

FDM3 0867 1.774

Source: Сompiled by the authors.

Table 3
discriminant Validity

Fl Fi Fi_(Ni) Fi_(VU) FI_(PS) Fi_(iR) Fi_(dR)

FI 0.124

FI_(NI) 0.155 1.026

FI_(VU) 0.160 1.023 0.956

FI_(PS) 0.113 0967 0.807 0.802

FI_(IR) 0.061 1.049 0.901 0.940 0.919

FI_(DR) 0.101 1040 0.940 0914 0814 0.946

FDM 0.243 0.064 0.069 0.038 0.102 0.042 0.053

Source: Compiled by the authors.
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The third (H3) hypothesis is that fluid intelligence and 
financial literacy influence financial decisions. This 
acknowledged. This conclusion is supported by greater 
t-statistic values than t-table values (11.603 > 1.964 and 
5.817 > 1.964).

The outcomes of employing bootstrapping to 
overcome the problem of abnormal data. Fig. 2 depicts 
the outcome of the PLS-SEM full model, including the 
path coefficient and p values. Fig. 3 depicts the outcomes 
of the PLS-SEM full model with t values.

PLS-SEM 4 bootstrapping in Fig. 2 and Fig. 3 tests 
the hypothesis and examines the relationship between 
variables. The outcome demonstrates a positive and 
statistically significant relationship between the FIs 
from FI NI; FI VU; FI PS; FI IR; FI DR; and FDM-related 
FL variables. Consequently, H1 (t = 6.119, p = 0.05), H2 

(t = 5.817, p = 0.05), and H3 (t = 11.603, p = 0.05) were 
accepted.

DISCuSSION AND IMPLICATIONS
The research objectives are to examine the relationship 
between the elements of the decision finance lecturer, 
Dpk at LLDikti Region VII, Indonesia. Identified as 
crucial determinants of financial decision-making, 
fluid intelligence, and literacy are the two most 
essential components. The results of this study 
are supported by additional research [31, 32]. As 
supported by previous research [47], all dimensions 
of the exogenous variables —  number intelligence, 
verbal comprehension, perception speed, inductive 
reasoning, and deductive reasoning were determinants 
of fluid intelligence. This finding suggests that female 

Table 4
t-statistics

Path Coefficients t statistics P Values decision

FI → FI_(NI) 0.708 13.359 0.000 Sig.

FI → FI_(VU) 0.667 11.114 0.000 Sig.

FI → FI_(PS) 0.770 22.272 0.000 Sig.

FI → FI_(IR) 0.673 13.046 0.000 Sig.

FI → FI_(DR) 0.630 11.603 0.000 Sig.

Source: Compiled by the authors.

Table 5
t-statistics

Path Coefficients t statistics P Values decision

FL → FDM 0.324 5.817 0.000 Supported

FI → FL 0.351 6.119 0.000 Supported

FI → FDM 0.351 11.603 0.000 Supported

FI → FL → FDM 0.114 4.094 0.000 Supported

Source: Compiled by the authors.
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Fig. 2. PLS-SEM full model with path coefficient
Source: Compiled by the authors.

Fig. 3. PLS-SEM Full Model With T-Value
Source: Compiled by the authors.
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professors have a high level of financial literacy; they 
have control over and benefit from their financial 
decisions, so financial planning is essential.

Several previous studies have examined the 
direct relationship between financial behavioral 
bias (fluid intelligence) and financial literacy; for 
instance, [31] explains that financial behavior and 
age are positively related to financial literacy, and [32] 
supports these findings by revealing a relationship 
between age and fluid intelligence on decreasing 
financial literacy scores. According to [33], older and 
approaching-elderly women demonstrate increased 
financial literacy. Numerous relationships with 
financial behavior and a significant relationship 
with financial decision-making have been discovered 
through research on financial literacy as a predictive 
variable [49–52]. The relationship between financial 
behavior (overconfidence) and investment decisions 
is moderated by financial literacy [45].

This study’s findings will address the gaps and 
weaknesses of previous research. The study of financial 
decision-making has been explained using behavioral 
finance theory, which emerged and developed in the 
1990s as a combination of psychology, decision-making, 
and classical economics. The behavioral finance theory is 
an investor preference to support investment decisions 
[53]. Psychological calculations, certainty effects, value 
functions, probabilities, and framing are examples of 
behavioral finance theory’s guiding principles [54]. The 
results of this study can be explained using behavioral 
finance theory, as supported by previous researchers who 
have used behavioral finance theory in the context of 
women’s decision-making, such as [55], which examines 
the role of behavioral and psychological factors in 
financial decisions. Women are capable of making 
prudent financial choices [56].

CoNClUsioN
This study’s findings contribute to the literature 
on financial decision-making in various ways and 
have diverse implications. This study identifies the 
variables of fluid intelligence and financial literacy 
that significantly influence female lecturers’ financial 
decision-making. The role of women in the household 
economy is one of the primary concerns of this study. 
Partnership, as a relationship between husband and 
wife in the home, is a pattern of partnership that aligns 

men and women in the family, including decision-
making. The role of women in the family economy 
will lead to an equitable distribution of development 
outcomes and the growth of human resources.

Currently, women are not only mothers who give 
birth, care for, and guide their children, nor are they 
merely companions for their husbands; they are a 
fundamental component of society’s economic system. 
When a woman is financially independent, she can 
earn and manage her finances, granting her the ability 
to make decisions. One of the most critical roles of 
women in the family is as the primary household 
decision-maker, including financial management 
decisions. Decision-making is a response to social or 
personal situations that considers the situation faced, 
the resources owned, the capacity to solve problems 
or achieve specific objectives, and the consequences 
or risks of the choices made. Women can regulate 
and make decisions regarding the management of 
household income. In general, decision-making is a 
multifaceted phenomenon encompassing all aspects of 
life, involving multiple dimensions and the selection of 
numerous alternatives. Gender roles influence financial 
and decision-making skills among individuals. In this 
study, it was found that women have an important 
role in making financial decisions in the family, and 
when they are financially independent, they can make 
money and manage their finances, which ultimately 
gives them strength in making decisions.

This research makes an important contribution in 
showing that the role of gender in financial decision-
making is very significant and should not be ignored. 
This research also shows that the role of women in the 
family economy will provide equitable results in the 
development of human resources.

LIMITATIONS AND FuTuRE SCOPE 
oF stUdY

This study has several limitations. First, the 
respondent is a woman Dpk lecturer at LLDikti 
in Region VII, Indonesia. The findings cannot be 
generalized because they are not widely accepted 
in other jurisdictions. This study is based solely 
on the perspectives of female lecturers at private 
postsecondary institutions. Thus, there may be 
differences between fluid intelligence and financial 
literacy. Third, the sample size for this investigation 
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was relatively small. Additionally, only two 
constructs have been investigated to determine 
their impact on financial decision-making. Other 

constructs, such as financial behavior, risky behavior, 
and financial planning, are anticipated to be able to 
be measured in future research.
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abstRaCt
the relevance of the study is confirmed by the fact that it is financial relations in ecosystems that have become the 
subject of research that are influenced by certain rules (including state regulation) that limit the degrees of freedom 
of ecosystem participants and its organizers and ultimately determine the viability of the ecosystem approach, which 
determined the purpose of the study as establishing the potential of the financial instruments of the state in ensuring 
the necessary level of rationing for regulation in business ecosystems. It is shown that the distinctive feature between 
the corporate and ecosystem approach is the use of rationing as additional restrictions to financial decisions based 
on public and private sources of financial resources available in business ecosystems. Research methods, on the one 
hand, are based on a key methodology — the emerging ecosystem’s theory in the part where it replaces the firm’s 
theory, taking into account the provisions of the credit rationing theory as an application to corporate finance, on the 
other hand, the conceptual provisions of the theory of constraints in relation to finance are taken into account. the 
results of the study show that the allocation of public and private ecosystem rationing makes it possible to form the 
basis for strategic financial decisions. It is established that when creating an industrial business ecosystem, small and 
medium-sized businesses will become its main participants, which is justified by the need for external financing that 
the business ecosystem can provide. it is concluded that when implementing the idea of rationing, the search for the 
optimal strategy for participants can be simplified to considering only pair interaction (instead of optimizing the entire 
set of relationships). The presented paired partitions make it possible to clarify the constraints and individualize them. 
Comparative analysis has shown that, from the point of view of effective implementation of restrictions, the consortium 
with state participation has the greatest potential, and clusters have the least potential, from the point of view of capital 
rationing. As a result, the conclusion is made about the prospects for the development of business ecosystems with state 
financing (control), which would imply a purposeful solution to the tasks of the state in the modern economy. 
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iNtRodUCtioN
Ecosystem interaction in any of its forms 
(supply chains, cluster consortium and others 
[1]) requires a new approach, different from 
corporate finance, to financial support for the 
functioning of these forms, because it is finance 
that will ultimately determine the viability of 
the ecosystem approach in the future.

In terms of financing, we note that the 
ideal scenario for business ecosystems falls 
somewhere between market radicalism and 
rationing (normalization), wherein financial 
decisions —  and thus all interaction designs —  
are subject to regulations that typically restrict 
the degree of freedom available to ecosystem 
participants and organizers. This conclusion is 
based on the fact that ecosystem participants 
(according to the business ecosystem theory) 
interact with the market (with varying degrees 
of limitation of the range of decisions taken) 
by engaging in business-organized interaction 
(when the level of restrictions imposed 
depends on the type of eco-system).

The basic research question in this case: 
are such constraints a disruptive factor in 
the efficiency of ecosystems, or a benefit 
that ensures the stability of the functioning, 
primarily, of the participants?

Undoubtedly, this research issue is further 
reinforced by the widespread use of digital 
financing (in particular, digital credit, which is 
both theoretically and practically possible as a 
decentralized solution), which also has a large 
impact on ecosystem financing.

The initial challenge that needs to be 
addressed is the need for a clear separation 
between corporate and ecosystem governance. 
As a rule, the budgeting system of any 
company is a strict set of rules that ensure 
the achievement of the objectives set while 
minimizing resources [2]. The objectives of 
corporate capital rationing are to ensure in 
the end the financial viability of projects [3].

Rationing as a system of constraints (and 
an integral part of management) within the 
business ecosystem depends on its organizer 
or sponsor: so, with a private sponsor, the 

purpose of rationing only partially remains 
the same —  to prevent the involvement 
of financially unstable participants in the 
ecosystems, but at the same time to provide 
additional profit (or surplus profit) [4]. The 
task of the public organizer of the business 
ecosystem is different —  to ensure the 
implementation of projects (often socially 
significant) and the necessary control of 
activities from the point of view of the state, 
including fiscal policy.

As a rule, most large corporations do not 
allow freedom of access to financial markets 
to separate units, thus forming restrictions 
(rationalizing) and, accordingly, providing the 
necessary degree of control.

At the same time, more advanced rationing 
associated with public budgeting ensures the 
success of public resources, preventing the 
deficit of financial resources in the target 
areas and limiting the irrational requests 
of  participants in the budget process. 
Government rationing benefits  where 
principles or rules are long-term and not 
subject to rapid change. However, it is no 
secret that bureaucratic mechanisms do not 
always fully determine the effective selection 
of financing directions, which initially leads 
to a reduction in the efficiency of the targeted 
use of public funds.

Additional difficulties are posed by the 
digital economy when a significant number 
of new instruments appear (such as digital 
financial assets) that do not always curb 
ineffective solutions, or whose inefficiency 
cannot be determined at the time of rationing 
rules (for the purposes of discarding the use 
of new tools). The emergence of a digital 
transformation in terms of the organization 
of payments (including the same FinTech 
solutions [5]) or the use of digital financial 
assets, including the organization of 
decentralized finance is complicated. In this 
case, the danger of opportunistic behavior 
of corporate participants further reinforces 
the need for the formation of state business 
ecosystems.
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All of the above forms the need to clarify the 
task of government regulation —  establishing 
the capacity of the financial instrument of the 
state in ensuring unavoidable rationing for 
regulatory purposes in business ecosystems.

ReseaRCh MethodoloGY
The key methodology of this study is the 
formation of the ecosystem theory in that part 
where it replaces the theories of firm [6] and 
public administration (including the concept 
of modern management [7]). The second 
component is the theory of credit rationing 
in part of the appendix to corporate finance 
(according to J. Tirole’s approach [8], rather 
than J. Tobin’s [9], and based on J. Stiglitz’s 
famous article [10]). In other words, the basis 
is the methodology of organizing the design 
of interaction on a financial basis within the 
framework of business ecosystems with public 
participation, but without the formation of 
public ownership (which reduces long-term costs 
of the state while in control of the efficiency of 
the use of transferred financial resources). Some 
conceptual provisions of E. Goldratt’s limitation 
theory [11] were used for finance.

In this study, we noted two fundamentally 
different types of entrepreneurial ecosystems:

1) private-initiated ecosystem as the 
business eco-system of the organizer or 
sponsor (a  natural or legal entity that 
compensates for the cost of organizing the 
interaction of the ecosystem), the source of 
which becomes private capital;

2) public-participating ecosystem without 
the formation of public ownership, but with 
control of access to public resources, creating 
a “unique-specific resource” [12].

The second type of  ecosystems can 
also be called control-service or financial-
service in the sense that the ecosystem 
provides financing for interaction, but not 
on market terms, but on terms of limitation 
(rationalization) of financing in order to the 
required results.

From our point of view, for example, the 
emerging concept of a single digital space in 

industry, can be implemented as the first type 
(with private initiative), and as the second, 
but closer to the second approach, which 
implies a more targeted use of resources as a 
result of the synergy of private solutions and 
a set of state constraints, which has largely 
determined the development of this study.

the ReseaRCh ResUlts
Financing rationing needs to be established 
initially. In most cases, the researchers 
talk about rationing the loan (in the initial 
formulation of the question of trust to the 
borrower in the light of information asymmetry, 
according to the basic work of J. Stiglitz) 
and much less often —  about rationing the 
credit portfolio [13]. Even fewer publications 
relate to the rationing organization process, 
although according to T. A. Liseichikova and 
R. T. Balakina “rationing includes not only 
limiting, but also its organization” [13] as the 
process of setting limits. The above-mentioned 
features of the business ecosystem indicate 
that in order to solve the task, it is necessary to 
study all aspects, but, above all, from the side 
of demand and supply of money [14]. At the 
same time, rationing of the loan significantly 
improves its quality by eliminating the 
problem of bad choices and bad behavior of the 
borrower [15].

The issue of the digital balance of credit 
rationing is addressed in the study of 
O. V. Lunyakov, which argues that the “credit 
market has the potential to increase the 
aggregate amount of payments per monetary 
unit of borrowed funds” [16], which confirms 
our conclusion about the potential of over-
profit of the lender in the business ecosystem. 
However, the article of A. A. Lobov makes a 
reasonable conclusion that with the increase 
of claims to borrowers, “the elasticity of the 
number of borrower (capital) at the interest 
rate decreases” [17]. It should also be noted 
that we believe that in terms of rationing of 
credit it is more effective to use the Bayes-
Nash separation balance [18], which cannot be 
attributed to a “self-organizing procedure” [19].
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Digitization also has a significant impact 
on rationing processes. We consider that with 
a certain level of digitization of financial 
resources (especially with the introduction of 
central bank digital currencies) the situation 
in this area can change substantially by 
moving to the stage of interaction and control. 
In this case, it is possible to discuss the 
hierarchy of single spaces (digital money and 
industrial digital), which will require further 
separate studies in the future.

The experience of the development of 
Russian industry historically shows that the 
most successful implementation of projects, 
fully or partially funded by the state, was 
achieved precisely in those situations 
when the state did not initiate projects on 
a competitive basis with further freedom 
of decision-making, and when it exercised 
control over the use of funds through the 

introduction of financial restrictions. Thus, 
the statistics show the predominance of 
own funds in the structure of sources of 
financing for different directions and sector 
sectors in industrial production (Fig. 1), while 
the financing of innovative activities is a 
noticeable share of budget sources.

At the same time, noting the growth of 
the volumes of state support within the 
activities of the Industrial Development Fund 
in the Russian Federation (from 60.9 bln 
rubles in 2020 to 140.1 bln rubles in 2022 1), 
which provides preferential loans for the 
development of import substitute industries 
and updating the logistical base, it should be 
noted that the control of key indicators, which 
is carried out by this fund. Thus, in addition 

1 Industrial Development Fund. Results of IDF 2022. 10 p. URL: 
https://bod.frprf.ru/public/documents/rezultaty-raboty-frp-
za-2022-god (accessed on 29.06.2024).
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to the amount of private investments in the 
projects it supports the revenue indicators, the 
number of high-performance jobs created and 
the tax deductions of the recipient industrial 
companies are monitored.

At the same time, in individual studies 
devoted to the problems of rationing credit in 
the Russian economy, it is argued that “direct 
financing or preferential lending from the 
state budget are the worst forms of support… 
interest rate subsidy is in the second place 
among worst support measures” [20], which is 
not confirmed by real economic decisions.

It should be noted that in the creation 
of an industrial business ecosystem, at 
least of a sectoral scale, the main players 
will not be large, but small and medium-
sized, except in the situation of contracting 
( i f   the  business  eco-system with the 
participation of the state will take over the 
functions of concluding large contracts, 
actually becoming an operator). The reason 
for the priority of  small  and medium-
sized enterprises is the fact that large 
corporations are provided with funding and 
potential sources of such funding, while for 
small and mid-size enterprises this problem 
will be substantial. Thus, with a 45.8% 
increase in the volume of loans granted to 
small and medium-sized enterprises from 
2019 to 2022, and with an 88.7% increase in 
their number2,3 the statistics characterizing 
financial stability indicate an objective but 
slight decrease in the own capital assurance 
of small enterprises due to the growth of 
the credit burden, but for medium business 
entities this trend is not confirmed —  the 
ratio of financial autonomy increases every 
year (Fig. 2).

2 Ministry of Economic Development of the Russian Federation. 
Report on the State of Small and Medium Entrepreneurship 
in the Russian Federation and Measures for its Development 
for 2019–2022. URL: https://www.economy.gov.ru/material/
dokumenty/doklad_o_sostoyanii_msp_v_rossiyskoy_
federacii_i_merah_po_ego_razvitiyu_za_20192022_gg.html 
(accessed on 29.06.2024).
3 OPORA of the Russia. Crediting to SMEs: new records. URL: 
https://opora.ru/news/opinion/kreditovanie-msp-novye-
rekordy/ (accessed on 29.06.2024).

At the same time, individual corporations 
strive to create their own ecosystems (shaping 
a mini digital space compared to a single one 
and striving to attract the largest number 
of market participants). These actions are 
aimed at convincing the State that these mini 
spaces retain the old principles of corporate 
governance and related design of interaction, 
as before, and do not constitute a competition 
to state decisions.

From our point of view, this does not 
allow to clarify the research question, using 
the following formulation: how within the 
framework of ecosystems created will be 
organized regulation by the state: through the 
organizer of the ecosystem (as we have already 
noted in early publications, until ecosystems 
fall under the regulation of the state due to 
the absence of the organizational-legal form 
of eco-systems and not always manifested 
direct connection with organizer), or the state 
should form a different industrial policy and 
enter into the single digital space as a full 
player, taking away the role of organizers of 
rationing financing, excluding the mediation 
of sponsors of ecosystems, and leaving the 
freedom of entrepreneurial initiative to 
the participants of such ecosystem? Such 
decisions will also be further justified by 
national characteristics, when, for example, 
the requirements to the regulation of credit 
and finance in general are reinforced by 
additional conditions in Islamic finance in the 
establishment of special conditions imposed 
on “business within the framework of religious 
Sharia control, as well as additional control 
over the activity of the entrepreneur by the 
bank or investor” [21].

On the basis of the above, we distinguish for 
further consideration two types of rationing: 
public and private.

State rationing within the business 
ecosystem involves not only the elimination 
of information asymmetry (when accessing 
the digital profile of participants), but also 
the use of the state-available solutions that 
provide additional effect:
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•  direct financing;
•  interest rate subsidy;
•  guarantee.
At the same time, the state can use, in 

addition to direct participation, and a hybrid 
model, involving in the rationing process of 
either its own operator or the bank-agent. In 
the latter case, the opportunistic behavior 
of the agent bank is possible, which can, for 
example, impose an additional commission 
(including a covered commission) and 
significantly reduce the effect of rationing. 
Therefore, from our point of view, it is more 
efficient to use the operating bank, which 
should be integrated into the services of the 
business ecosystem.

The system of restrictions is also affected by a 
significant number of regions of presence, which 
is characteristic of the Russian Federation. This 

raises the question of whether regional services 
can be empowered to rationalize or fund, or 
whether this option can be retained only at the 
federal level. In our view, the solution depends 
on the quality of a single digital space, in which 
the “invisibility” of regional specifics and the 
smooth transition from the regional level to the 
federal level should be created.

Private financing, depending on supply 
or demand surplus, controls the following 
rationing parameters  in the business 
ecosystem:

•  collateral requirements;
•  information awareness;
•  establishment of an ecosystem premium, 

including disguised payments for financing 
risk.

The choice of these solutions would be 
more justified with a set of empirical data, 
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but, according to the study of V. V. Akberdina 
and E. V. Vasilenko, “an analysis of ecosystems 
cannot be carried out in a short period of 
time, it requires long-term observation 
of the dynamic evolution of the structure 
of the ecosystem, the relationships of the 
participants, their goals” [22, p. 551]. Although 
there is another statement in the scientific 
literature that already “the ecosystem has 
become the unit of economic analysis at this 
stage” [23, p. 91]. Factual information on the 
ecosystem, especially on internal services 
(including funding), is unfortunately not 
available due to the lack of an organizational, 
legal or other form capable of statistical 
accounting, including within the framework 
of internal reporting. Such data is not always 
available to the participants of the business 
ecosystem, for whom information about the 
environment and services becomes available 
only after the creation of a digital profile 
and integration into the supply chain with 
the general declaration that there will be 
an exchange of profile data for information 
about contracts and other benefits, while such 
exchange is possible, but not guaranteed.

Therefore, it is more reasonable to study 
empirical experience on ecosystem sites 

(which is not always objective) or conduct 
various surveys (what is used for this study) 
to establish trends. As a sample, we focused 
on medium-sized business organizations, 
in whose interests production activity in a 
particular area is indicated.

Note that, despite the absence of a de 
facto full-fledged single digital space, most 
participants assume that in one way or another 
they will participate in the ecosystems, but 
as a result of the processing of the results 
were established 5 groups (Fig. 3), which are 
further used as integral opinions, instead of 
taking into account the opinions of individual 
participants —  conditionally named opinions 

“enthusiasm”, “strategism”, “rationalism”, 
“skepticism” and “negativism”. The financial 
failure to establish resilient groups (re-
group participants) may have been due to 
insufficient specific and definite provision on 
the financial capabilities of ecosystems.

disCUssioN oF the ResUlts
Initially, we should note two assumptions used 
in the discussion of the results:

•  business  ecosystem level  was not 
considered as a virtual structure or object 
for reasons of lack of objectivity due to lack 

 

14.0%

34.4%

23.6%

17.2%

10.8%

enthusiasm strategism rationalism skepticism negativism

Fig. 3. Clustering of Opinions of Survey Participants by Groups
Source: Compiled by the authors.
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of ownership and tax evasion, as well as the 
performance of the intermediary function 
on behalf of the sponsor/ecosystem operator 
without commitment;

•  at the same time, we exclude some of the 
ecosystem operating processes that are not 
related to real business processes, considering 
the costs incurred compensated by either the 
organizer’s or the participants’ contribution.

These assumptions allow us to focus on 
the contractual component of the business 
ecosystem functioning —  i. e. the contracts 
that can be concluded within the framework 
of the services of the Business ecosystems are 
identified:

•  as one-off non-repetition transactions, 
short in time of execution;

•  medium- and long-term transactions that 
form supply chains;

•  long-term repetitive transactions that 
require the formation of a consortium;

•  cluster solutions that support an anchor 
organization within an ecosystem;

•  cluster solutions for an external anchor 
organization, but whose interests are within 
the interests of the ecosystem (services);

•  internal business processes focused on 
the integration of ecosystem participants at 
the request of the ecosystem customer on a 
contractual basis.

The following sources of funding are 
available for these contracts:

•  e c o s y s t e m  r e s o u r c e s ,  i n c l u d i n g 
digital credit and accumulated participant 
contributions/contributions;

•  resources of the ecosystem organizer/
sponsor;

•  resources of domestic bank (financial 
service);

•  resources of an external agent bank 
(accredited or with a cooperation agreement);

•  budgetary sources (if   they are not 
included in the resources of the customer’s 
ecosystem).

Additional features for funding sources:
•  private domestic sources of ecosystem 

financing;

•  b u d g e t a r y  s o u r ce s  o f  e co s y s t e m 
financing;

•  external financing (both private and 
public).

Ac c o r d i n g l y,  b u s i n e s s  e c o s y s t e m 
participants can be divided into three:

•  participants with sufficient own funding 
for both current projects and new contracts 
that may be available in the ecosystem;

•  participants who need funding but are 
ecosystem-oriented as a source of funding;

•  participants in need of funding but 
oriented towards external funding.

Identifying the economic agents of the 
ecosystem allows the following strategies to 
be identified:

– on the demand side:
• search for financial resources with sincere 

intentions but with poor financial condition;
•  search for  resources with sincere 

intentions and good financial condition, but 
about which the creditor does not know;

• search for financial resources with 
planned moral hazard;

– on the supply side:
• transfer of financial resources without 

limitation;
• credit rationing to limit access to credit by 

vulnerable borrowers;
• reducing information asymmetry by 

accessing the digital profile of the borrower 
(internal financial service only) and setting 
limits according to typed profiles;

• introduction of additional rationing 
conditions to limit moral hazard.

The vast  majority  of  contemporar y 
publications affirm the desire of all potential 
participants to engage in interaction with the 
ecosystem. Future statistics will show this, 
but the survey we have already conducted 
has identified two groups (the groups 

“skepticism” and “negativism”) that initially 
do not consider participation in ecosystems 
(total private and public) desirable, and their 
share is about 28% (Fig. 3), which calls into 
question the hypothesis of supply deficit and 
substantial demand for financial resources.
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From our point of view, the implementation 
of the strategy of the entire ecosystem should 
take into account the divisive balance of 
Bayes-Nash, i. e. both sides may know about 
the probability of a certain strategy, but not 
know the specific preference (choice). This 
balance means that individual constraints can 
be applied to each participant, but that will 
not lead to exit from the business ecosystem. 
It is obvious that finding the optimal strategy 
for all participants can be simplified to 
consider only pairing interaction (rather than 
optimizing the whole set).

When interacting in pairs, we can identify 
the participant’s choice implementation 
process (forming the matrix of strategies) 
iteratively and consistently:

•  first option: own or external financing;
•  second option: external or ecosystem 

financing;
•  third option: private or public funding 

(if available).
Sourcing a l lows another  opt ion to 

be considered  —  co-financing through 
collaboration: i. e. supply chain participants or 
consortium (much less often cluster or simple 
contract) may expect co-financing within the 
supply chain.

The presented pairs allow to clarify the 
directions of restrictions (like the mechanism 
of rationing on the part of the supply of 
financial resources) for specific solutions and 
to individualize them.

Financial Constraints in the design 
of Ecosystem Interaction on the Supply Chain 

Model
It is presented that requires no proof that the 
participation of the borrower in the supply 
chain created by the business ecosystem 
service significantly increases the volume of 
information about it and reduces information 
asymmetry. Moreover, participation in many 
chains often no longer requires additional 
funding, as reverse mechanisms arise when 
financing of the buyer’s credit scheme is 
formed. Therefore, from the point of view of 

rationalization, it should in this case be more 
applicable to the offer, i. e. under other equal 
conditions, the financing of the participant in 
the sustainable supply chain brings additional 
benefits and guarantees to the financial 
service provider, which requires a higher 
priority in the loan portfolio of the offer to the 
participants in such a process.

A similar situation can be considered 
when investing in projects  related to 
future supply chain security, which does 
not eliminate all risks, but in many ways 
guarantees payment capacity in the offer for 
a long period, making this choice rational. 
In this case, the pioneering should be 
focused on ensuring that the financing of 
such a supply chain remains in the business 
ecosystem and does not allow choices to 
be made in favor of non-institutions. In 
addition, the involvement of the State in 
the supply chain as a financier allows it to 
exercise considerable control. Therefore, 
supply chains are the simplest and most 
efficient tool of the business ecosystem and 
actually form its competitive advantage.

Financial Constraints in the design 
of Ecosystem Interaction According  

to the Consortium Model
A consortium can consist of both effective 
and less effective participants, who need to 
be subject to the most stringent rationing 
measures, including funding restrictions up 
to a certain physical level of participation 
in the production or provision of products 
or services. The most common form for a 
consortium on the part of the State is the 
issuance of guarantees, but they do not 
provide full necessary control. In terms of 
private lending, the situation is the opposite. 
Consortium —  a larger association existing 
as a form (as opposed to a supply chain that 
exists only in contracts) allows to attract 
larger amounts and become an attractive 
investment object. At the same time, a large 
information asymmetry is inherent in the 
investor, as a consortium can often doubt the 
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possibility of attracting the necessary amount 
of funds by one investor.

Financial Constraints in designing ecosystem 
interaction on the Model “Cluster”

From the point of view of funding as a 
whole, the cluster has no special advantages. 
The participation of an organization in a 
cluster does not compensate for information 
asymmetry and does not supplement the 
information in the digital profile of the 
organization, while the cluster provides no 
increase in the pledge, as there is no need 
to distribute ownership between all the 
organizations that are members of the cluster. 
Often, only the so-called anchor enterprise or 
nucleus of the cluster enjoys all the benefits of 
a cluster, while other participants can either 
receive additional benefits or not receive them.

From the point of view of the State, a 
cluster becomes a consumer of infrastructure 
resources, and the State must introduce the 
most stringent measures to rationalize the 
financing of the cluster, avoiding preferential 
financing or other ways of allocating financial 
resources (considering that the Cluster cannot 
guarantee the intended use). Therefore, the 
level of rationing in the business ecosystem 
cluster should exceed the market level, 
increasing responsibility for the decisions.

ensuring balance between Capital Rationing 
and other approaches in the state’s industrial 

Policy
In the paper of  I . V. Fil imonov [24], a 
comparison of “European” and “Asian” 
approaches to the regulation of ecosystems at 
the state level was presented, which allowed 
establishing that the European approach tends 
to advancing innovative development, and the 
Asian approach to integration into a single 
national system. This separation is largely 
because, according to our approach, in the 
first case, there is a surplus and in the second 
a shortage of supply for financial resources, 
which leads to the need for concentration of 
resources and appropriate management.

This comparison shows that industrial policy 
should eliminate unrestricted preferential 
financing and replace it with rationing 
(including preferential and targeted financing), 
allowing for a more accurate resource fee setting 
on the basis of the creation of a single digital 
space, only within which a full-fledged digital 
industrial policy will be implemented (at least 
at the level of industry segments). In this case, 
funding constraints should be tightened even 
more, as self-organization in achieving balance 
does not occur with this approach.

CoNClUsioN
The proposed approach may not be the only 
one suitable for such a new category as 
ecosystem finance with its uncertain legal 
status.

Nevertheless, this article proposes a model 
of limitation (rationalization) of financing 
in the organization of interaction within 
the ecosystem for four potentially different 
solutions: supply chains, consortia, clusters, 
and stimulating digital industrial policies. 
At the same time, the possibility of public 
participation without the creation of state 
property with the preservation of the state 
control was demonstrated through the 
category “finances”, and not only through 
taxation and dividend payments. It has been 
concluded that the possible perspective of 
business ecosystems for the digital economy 
is precisely the formation of a single digital 
space as a new institutional environment 
that has the potential to solve the challenge 
of confronting private initiative in terms of 
localization of both tax payments and the 
activity itself. Indeed, this conclusion shows 
that the ecosystem model can and should 
be implemented within the framework 
of traditional public administration or 
new public administration, counteracting 
collective or private management in every way.

The comparative analysis showed that 
in terms of effective implementation of 
constraints, the most potential has a public 
participation consortium as a form of 
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achievement of achieved results and control 
of objectives. The most weak in terms of 
capital rationing is a cluster, except for a 
model that would have chosen financing as 
its cluster advantage (a financial cluster), but 
such models are unknown in practice, or they 
operate solely within free economic zones.

Therefore, attention should be paid to 
the development of “industrial business 
ecosystems” or ecosystem with state funding 
or state control as a means of implementation 
of modern effective industrial policy with the 

replacement of large companies as organizers 
of business-ecosystems, which implies a 
targeted solution of the tasks of the state in 
the modern economy.

In many ways this solution can be achieved 
through transformation of industrial policy, 
for which the direction of transformation must 
adopt not the general ideology of digitization 
(proclamation), but concrete solutions related 
to new forms and possibilities of digitization 
and support (including financial) of industrial 
companies.
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ignoring corporate bonds. This finding implies that the economy will not be in parity because private sector investment 
will be stifled. In accordance with the study, the government should promote private sector operations by lowering 
interest rates and regulating borrowing limits to ensure that they do not exceed the threshold that is beneficial to both 
the economy and private sector operations.
Keywords: state bonds; private sector; investment; borrowing cost; stock market

For citation: omodero C. o. effect of state bonds on the private sector: evidence from a growing economy. Finance: Theory 
and Practice. 2024;28(4):59-70. doi: 10.26794/2587-5671-2024-28-4-59-70

 CC    BY 4.0©

state FiNaNCes

© Omodero C. O., 2024

iNtRodUCtioN
The private sector is said to be the driving force of 
trade and industry evolution for a nation, particularly 
for emerging countries [1]. Too much borrowing by the 
government at the cost of the private sector, the control 
tower of the economic system, raises doubts about the 
reliability of the government’s industrial policy. The 
National Government issues bonds in the Nigerian 
Exchange Group Plc (‘NGX Group’) through the Debt 
Management Office (DMO), at month-to-month sale 
prices, and these securities are then advertised on 
the stock market for investing. These semi-annual, 
coupon-paying bonds are supported by the Federal 
Government of Nigeria’s entire trust and confidence. 
FGN debt securities earnings are tax-free. The National 
Government issues treasury bonds, Sukuk bonds, 
savings bonds, green bonds, and Eurobonds among 
others, helping to make Federal Government bonds the 
most liquid, attractive and capitalized securities on the 
Nigerian Exchange Group Plc. This is why it has become 
very critical and alarming because the attraction 
to government bonds by investors is now putting 
the private sector at risk due to the thronging out 

consequence of administration borrowing using bonds. 
As a result, experts and equity market participants have 
excoriated the government’s exorbitant borrowing from 
both domestic and foreign markets without regard for 
cash flow to payback the debt, even as it has attained 
the disturbing juncture of pushing out the resourceful 
private sector. The trickle-down effect on the private 
sector is a significant threat to the real sector’s 
capability to produce wealth and employment [2].

To induce the private sector to start raising debt 
financing, interest rates must be kept as low as possible. As 
a result of counterproductive funding, the economy suffers, 
and total savings fall as a result of capital crowding out 
[3]. According to [2], if the authority reduces its debt levels 
in order to control the rising cost of loan maintenance, 
funds will flow to the common stock market as investors 
seek higher yields, especially as these companies’ earnings 
improve, supporting stock value and dividend payments.

Public debt is typically the result of fiscal policy 
expansion in order to satisfy public needs for more social 
amenities and infrastructure [4]. In general, when the 
government decreases the amount of money invested 
in the economic system, there will be a decline in the 
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country’s long-run economic growth [3]. According to [3], 
this upshot can be negated to some extent if new fiscal 
stimulus is in the context of resourceful investment in 
human capital, public assets, social utilities, and research 
and development projects.

When a country reaches a borrowing limit or has a 
sovereign debt ceiling, its productivity recovery can suffer 
immensely. This could be accomplished through increases 
in interest rates, rising inflation, and a reduction in private 
sector investment [5]. The purpose of this research is to 
determine the impact of government bonds on private 
sector investment and operations. Several empirical 
studies have been conducted on the impact of government 
bonds on the national economy. The most recent works 
are those done by [6–10]. Considering the works of [4, 
11–13] on the effect of state bonds on private sectors, 
no conclusion was reached on how private sectors are 
affected generally in several economies. The current 
study fills that void by shedding light on the impact of 
state bonds on private sector operations in a developing 
country. We use stock-market-issued state bonds as well 
as the general interest rate to confirm the response of 
the private sector to receiving adequate funding for its 
operations.

liteRatURe ReVieW
Conceptual Review

State bonds are widely marketed on the fixed-income 
securities exchange, serving as extremely important 
standard bond yields for most forms of privately issued 
company’s shares at both theoretical and practical 
stages [14]. Government debt raises the possibility 
of companies’ imminent tax intensifications or 
economic exploitation of business investments [15]. 
Simultaneously, some research indicates that public 
debt can enhance organizational direct exposure to 
the international lending market [16]. According to 
[17], supreme pledges provide substantial advantages 
to the development of commercial bond markets in 
unindustrialized parsimonies. As a result, output drops 
because new investment is more resourceful than old 
capital, and a lower interest rate on accumulating 
capital results in less growth in the economy [16].

Government residential debt is used for a variety 
of purposes, including financing the budget shortfall 
when the government is unable to satisfy its expenditure 
commitments using domestically raised revenue and 

externally sourced grants and borrowing. Green bonds 
are like traditional debt instruments, but they are 
primarily intended to boost funds to finance sustainability 
initiatives [18]. The delivery of interest-bearing public 
bonds makes commerce and assessment of all investment 
products that can provide cash flows to financial assets 
easier [16].

theoretical Framework
The major idea supporting this work is the theory 
of capital and investment propounded by Fisher in 
1930. Capital is gathered to enable private sector 
investment, which are inputs into the productive 
economy. Consequently, Fisher described capital as an 
investment vehicle that generates a consistent income 
stream over time. As a result, best possible capital 
formation would act as a driver for economic expansion 
[19]. Fisher [20] presumed that all finance was purely to 
make funds available for investment and that wealth 
was being used up in the process of production, so a 
portfolio of reserved equity was not included in his 
hypothesis of investments and capital, rather it is 
expressed that all capital is an investment. Since the 
state has a greater credit worthiness than the private 
industry, it crowds out the private sector in mobilizing 
funding for investment, thereby reducing their growth 
potential [21].

empirical Review
Impact of State Bond on Economic Growth

The sovereign obligation is the cash the regime obtains 
from either international creditors or residents within 
the nation, and it grows as the government engages in 
more fiscal stimulus [22, 23]. Government borrowing 
permits the federal government to spend on activities 
that contribute to the economic system where tax income 
is insufficient to fund such initiatives [24]. It ought to be 
stated that using municipal liability to fund management 
outlays can be hurtful to frugality [25, 26]. Government 
borrowing can have a beneficial or detrimental effect 
on the budget, contingent on the level of borrowing and 
its objective [27]. For example, in 2020 and 2021, the 
supply of state debt instruments in developed economies 
significantly increased as authorities issued bonds to pay 
for their government’s financial response to the bubonic 
plague [28]. Nevertheless, if such spending increases 
are required, they must be funded via taxes rather than 
issuing debt [26].
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Koka [19] examined the link between the issuing of 
Government debt instruments and wealth creation in 
Kenya utilizing data collected from 2003 to 2011. The 
findings revealed that the issuing of government securities 
had a beneficial impact on Kenya’s productivity expansion. 
Oke et al. [7] looked into the influence of bond market 
development on Nigerian economic growth from 1986 
to 2018. Government securities had an unimportant 
favorable connection; corporate bonds and the value of 
bonds traded had a beneficial and statistically significant 
relationship; and bond yield had a negative correlation 
with Nigerian economic growth. Mhlaba and Phiri [29] 
assessed the long-term and short-term consequences 
of public debt on economic expansion in South Africa 
from 2002 to 2016. The researchers reported that all 
projected regressions found a strong negative debt-growth 
association, with the negative correlation reinforcing post-
crisis. Saungweme and Odhiambo [30] investigated the 
causal links between public debt and economic growth, as 
well as public debt service and economic growth in Zambia 
from 1970 to 2017. The results of this analysis found 
no link between sovereign debt service and economic 
expansion in Zambia.

Yusuf and Mohd [10] examined the impact of sovereign 
debt on Nigerian economic growth from 1980–2018. 
Findings revealed that foreign debt was a long-term 
growth hindrance, while its short-term actual impact was 
economic expansion-driven. Household debt had a major 
positive effect on long-term advancement while having an 
adverse effect on short-term economic expansion. Both 
the long- and short-term cost of borrowing decreased 
development substantially, affirming the debt overhang 
consequence. According to Teixeira et al. [9], sovereign 
bonds had no influence on bank credit risk but had an 
influence on financial performance, with government 
borrowing financial products having a beneficial impact 
on asset profit growth in the long term. Omodero and 
Alege [8] studied the sway of various public-sector bonds 
on Nigerian economic growth between 2003 and 2019. The 
results revealed that treasury bills and FGN bond funds 
had a positive and significant impact on the country’s 
economic growth. Treasury bonds and higher inflation, 
on the other hand, had a considerable negative impact 
on economic growth. However, some debt securities and 
commitments had a relatively insignificant adverse effect 
on economic growth. Nneka et al. [6] investigated the 
impact of sovereign debt expansion on economic growth 

in a sample of evolving nations from 1990 to 2020. The 
study discovered that government debt capitalization, 
trade openness, and rising prices all had a beneficial 
effect on economic growth, whereas corporate debt 
capitalization and household credit available to the 
private sector had a detrimental effect on economic 
expansion and stability.

Effects of State Bond on Private Sector Investment
High levels of public debt may also have an impact on 
private investment through a variety of channels [31, 
32]. When accessing stock markets, both the public 
and private sectors will start competing for limited 
resources if the portfolio of bank loans is narrow. As the 
government borrows more, fewer funds are available 
for the private sector. This raises interest rates for 
the private sector, resulting in less private sector 
investment.

Ambaye et al. [33] used historical data from 1992 to 
2010 to investigate the drivers of national private sector 
investment in Ethiopia. The study used an Autoregressive 
Distributed Lag (ARDL) model and the bounds test method 
to simulate the long-term key drivers of home capital 
funding. The research identified exchange rates, internal 
saving, and financial deepening as major elements having 
a significant and negative influence on private sector 
investment. Mbate [34] anticipated an interactive cross-
country framework and examined the effects of internal 
debt on the economy and private sector financing in a 
panel of 21 Sub-Saharan African (SSA) nations from 1985 
to 2010. The System-GMM analysis indicated a non-linear 
correlation between national debt and GDP growth, with 
an optimum major shift of 11.4 percentage points of GDP. 
Furthermore, household debt was discovered to crowd 
out private enterprise finance by an elastic modulus of 

–0.3% of GDP, discouraging capital formation and private 
industry expansion.

Lidiema [35] investigated the impact of government 
domestic borrowing on private investment in Kenya. The 
analysis indicated that household debt had a significant 
and negative association with gross fixed capital creation. 
The findings also demonstrated that the administration’s 
exorbitant internal borrowing had an adverse influence 
on private sector investment, which ultimately impaired 
economic growth. Bouis [11] examined the connection 
between banks’ holdings of national jurisdictional 
bonds and private-sector credit expansion in emerging 
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and developing nations. According to the assessment, 
the poor association between banks’ assertions on the 
government and private sector credit growth was primarily 
due to banks’ portfolio realignment toward relatively 
safe, more liquid government resources during times of 
heightened stress, with only scant data of a crowding-
out influence attributed to financial suppression. Ahmad 
et al. [21] investigated the link between public debt 
and private sector growth in Nigeria. It employed the 
Structural Vector Auto-regressions model to analyze the 
complexities of federal debt actions on the advancement 
of Nigeria’s corporate companies. The results of impulse 
responses and regression analysis seemed to indicate 
that government debt management had a detrimental 
effect on the efficiency of private sector growth in 
Nigeria. W. Obeng-Ampousah et al. [1] showed there 
was no long-run relationship between the variables, but a 
considerable short-run relationship between government 
debt and the private sector, broad money, and gross capital 
accumulation.

Akanbi [4] examined the effects of household 
government debt on private sector financing in Nigeria. 
The findings revealed that, while not statistically relevant, 
prime loan rates have a beneficial influence on the 
government’s bond issuance. The results also showed 
an inverse correlation between federal government 
internal debt issuance and bank lending to the private 
sector. Mwakalila [36] factually scrutinized the effects of 
government spending and national borrowing on private 
sector financing in Tanzania by raising loan rates. In the 
long-term, government spending and internal borrowing 
crowded out credit for the private sector by increasing 
borrowing costs.

Kayongo [12] demonstrated that the effect of 
government investment on private sector investment was 
not as considerable as the influence of public household 
debt, implying that government investment was not 
supplementary to private sector investment. Interest rate 
fluctuations had a hurtful impact on private investment, 
whereas GDP growth stimulated more private sector 
investment. Vanlaer et al. [13] examined whether higher 
government debt led to less private sector investment, a 
phenomenon known as the debt overhang effect. Using 
an instrumental variable framework, the study addressed 
the likely endogeneity between private sector ventures 
and other macroeconomic indicators. The findings 
reinforced the commitment-outcropping proposition 

and demonstrated that this connection could only be 
explained through the government debt stream.

MethodoloGY
The Autoregressive Dispersed Interval co-integration 
style or bound co-integration technique was used in the 
study. The Amplified Dickey-Fuller Trial unit root test 
and Phillip Perron were used to investigate the degree 
of connectivity. This check was used as a foundation for 
determining the most appropriate prediction models 
for the analysis. Data for the research emanates from 
the World Expansion Pointer and the Central Bank of 
Nigeria databases. The study lasted from 1989 to 2021.

The model provided for this investigation is 
highlighted in Equation 1:

                     0� � � � � itY X X=β +β +β + µ ,  (1)

where Y = Credit available to the private sector; X1 = 
= State bond; X2 = Inflation; β = Coefficient; itµ  = Error 
term.

The econometric transformation of the above 
model is shown as follows:

    0 1 2� � � � � itLNCPS LNTBN LNINT=β +β +β + µ ,  (2)

where LN  = Natural Logarithm form of variables; 
CPS  = Credit available to the private sector; TBN  = 
Government total bond; �INT = Borrowing cost; 

0β  = Measurement of the factor guesstimate; 

1 2–β β  = Coefficients; � itµ  = Miscalculation stint.
Table 1 provides information on the variables used for 

this study. The sample is taken from 1989–2021 from the 
sources indicated in Table 1 below.

The universal ARDL (p, q) model is identified as 
follows:

� �� �� 1�� � ,�� � 0� � � �p q
i i itYt Yoi iYt i i Xt I= + ∑ = δ − + ∑ = β − + µ   (3)

where Yt  is a vector and the variables in ( Xt ) are 
allowed to be purely 1(0) or 1(1) or co-integrated; β and 
δ are coefficients; Y is the constant; I = 1, …, k; p, q are 
optimal lag orders; itµ  is the vector of the error terms in 
unobservable zero mean white noise vector process 
(serially uncorrelated or self-determining). p lags 
represent the dependent variable while the q lags are 
used to denote the exogenous/independent variables. 
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To perform the bound test for co-integration, the 
conditional ARDL (p, q1, q2) model with 3 variables is 
specified as shown below:

First of all, the following hypotheses apply:

0 1 2 3:� 0H α = α = α =  (No co-integrating equation)

1 1 2 3:� 0H δ ≠ δ ≠ δ ≠  (H0 is not true);

where, 1 2 3,� �and� �α α α are coefficients to be estimated. 
The ARDL methodology used AIC to choose the best 
model and the appropriate length for the lag level.

Therefore, the specification for bound test include:

1 2
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For the purpose of this study ARDL is specified as 
follows:
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DATA ANALYSIS AND INTERPRETATION
The data collected on the factors under study have 
been analyzed and explained in this section. Section 
4 includes detailed analyses of the datasets and the 
results of the tests, which include descriptive statistics 
in Table 1, unit root results in Table 2, ARDL free 
estimation results in Table 3, ARDL bounds test results 
in Table 4, VAR Lag order selection criteria in Table 5, 
ARDL short-run estimation results in Table 6, test of 
multi-collinearity results in Table 7, serial correlation 
results in Table 8, and finally Fig. 1–3 expressing the 
model’s appropriateness.

Table 1 displays the descriptive statistics results, which 
show that the mean values of CPS, TBN, and INT are 7.47, 
7.42, and 1.82, respectively. The standard deviations for the 
variables mentioned are 2.27, 1.64, and 0.88, respectively. 
This result indicates that the dispersion of the data is 
low when compared to the mean value, which is higher. 
However, the Jarque-Bera result, which indicates that the 
p-values are greater than 0.05, is used to confirm that the 
dataset has a normal distribution.

To avoid false regression analysis, statistical methods 
espoused that interconnected time series be differenced 
progressively before using models [37, 38].

Table 3 shows the free ARDL result that has not yet 
been subjected to a bound test for lag selection. At this 
point, we can confirm that private sector investment credit 
has a significant impact on private sector capital at lag 1. 
Similarly, interest rates at lag 2 have a significant impact 

Table 1
Variables information

Name of
Variable abbreviat-ion Metric 

Measurement transformation type source

Private Sector 
Credit

CPS
National currency 

(Naira)
Natural logarithm

Central Bank of Nigeria Statistical 
bulletin from 1989–2021

Government Total 
Bond

TBN
Local currency 

(Naira)
Natural logarithm

Central Bank of Nigeria Statistical 
bulletin from 1989–2021

Interest rate/
borrowing cost

INT Percentage Natural logarithm
World Development Indicators from 

1989–2021

Source: Research output, 2023.
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on private sector growth. The implication is that a steady 
flow of credit to the private sector and low interest rates 
will improve the country’s private sector operations. It 
should be noted that government bonds and interest rates 
without lag and at lag 1 cause significant harm to private 
sector operations. As a result, crowding out of the private 
sector is inevitable and harmful to the economy when 

the government issues more bonds and raises borrowing 
costs through its monetary authorities.

The Autoregressive Distributive Lag (ARDL) model was 
utilized to study the relationship between state bonds and 
private sector investment. The Ardl bound testing, which 
was recommended by [39], was used to determine whether 
there is co-integration in the series. The appearance of co-

Table 2
descriptive statistics

Variables Mean Median Max. Min. std. 
dev. skewness Kurtosis Jarque-bera No. of 

observation

CPS 7.47 7.52 10.40 3.41 2.27 –0.65 1.75 2.63(0.27) 33

TBN 7.42 7.33 9.86 3.85 1.64 –0.31 2.20 1.39(0.49) 33

INT 1.82 1.89 3.45 0.00 0.88 –0.30 2.79 2.39(0.30) 33

Source: Author’s calculation.

Table 3
Unit Root test Result

Variables adF t–
statistic

Critical 
Value @ 

5%

P–
Value

PP
t–

statistic

Critical
Value @

5%

P–
Value

order of 
integrat–ion Remarks

lnCPS –4.77 –3.56 0.00 –4.85 –3.56 0.00 1(1) Stationary

lnTBN –4.36 –3.56 0.00 –4.58 –3.56 0.00 1(0) “

lnINT –6.06 –3.56 0.00 –6.06 –3.56 0.00 1(0) “

Source: Author’s calculation.

Table 4
aRdl Unrestricted estimation Result

Variable Coefficient std. error t–statistic Prob.*

LNCPS(–1) 1.028969 0.093697 10.98184 0.0000***

LNTBN –0.099930 0.139180 –0.717991 0.4794

LNINT 0.031128 0.032868 0.947053 0.3527

LNINT(–1) –0.000234 0.034047 –0.006877 0.9946

LNINT(–2) –0.103033 0.034140 –3.017955 0.0058***

C 0.905965 0.406380 2.229355 0.0350

Adj. R2 0.994407

S.E. of regressn 0.155873

F-statistic 1067.674 Durbin-Watson stat. 1.976090

Prob(F-statistic) 0.000000

Source: Author’s calculation.
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integration presupposes that there is a long-run balance 
connection between the variables under consideration [40]. 
When the unit root test indicates different arrangements 
of interconnection and the sample size is relatively small, 
the bounds test is favorable [41].

The lesser and greater bound precarious standards are 
determined by the bounds test. The figured F-statistic 
ought to be greater than the high destined check to 
indicate that co-integration exists [42]. In the analysis in 
Table 4, the F-statistic of 2.92 is lower than both the lower 
bound 1(0) result of 3.79 and the upper bound 1(1) result 
of 4.85. Therefore, there is no long-run co-integration in 
the series, and H0 of no long-run co-integration is true.

The outcomes of the ARDL bound test for selecting the 
most appropriate lags are shown in Table 5. The bound 
test is critical for validating optimum lag performance 
and achieving a more reliable and unbiased output while 
aiming to prevent multi —  collinearity issues. Table 5 
demonstrates that the optimal lag to apply is one (1), 
which is backed by all metrics (LR, FPE, AIC, SC and HQ).

Having conducted the bound test as shown in Table 4, 
we were able to select the lag length, which all applicable 
criteria decided at l (see Table 5). Therefore, ARDL short-
term estimation was conducted as displayed in Table 
6. From the result in Table 6, the interest rate at lag 1 

impacted the private sector at a 10% level of significance. 
It is important to note that government bonds have no 
significant impact on private sector operations. This 
result confirms that government bonds oppress the 
private sector and prevent it from getting sufficient credit 
facilities for operation.

The test of the interrelationship of predictor variables 
is conducted, and the result in Table 7 indicates that there 
is no appearance of multi-colinearity of variables in this 
study. The VIF is less than both 4 [43] and 10 [44]. In Table 
8, the serial correlation test result confirms the absence 
of autocorrelation, as indicated by the Durbin-Watson 
result in Table 6.

CUSUM and CUSUMSQ tests were conducted to ensure 
the model’s reliability. This operation is employed to verify 
the long-run consistency of the regression coefficient. The 
thematic maps of CUSUMSQ (Fig. 1) and CUSUM (Fig. 2) 
can be seen below, and because the plots of these facts and 
figures continue to stay within the essential frontiers of 
the 5% level of significance, the Null hypothesis cannot be 
dismissed. Thus, it implies that the regression equation is 
unwavering and suitably stated. As a result, these figures 
show the long-run solidity of the parameters applied in 
this research. The consistency of each parameter was also 
checked, and the recursive estimate graph in Fig. 3 clearly 

Table 5
aRdl bounds test Result

F-statistic Significance i0 bound i1 bound

2.92 10% 3.17 4.14

5% 3.79 4.85

2.5% 4.41 5.52

1% 5.15 6.36

Source: Author’s calculation, 2022.

Table 6
VaR lag order selection Criteria

lag logl lR FPE aiC sC hQ

0 –10.99395 NA 0.153810 0.965100 1.106544 1.009398

1 10.89604 37.74135* 0.036454* –0.475589* –0.286996* –0.416524*

2 10.95884 0.103947 0.038955 –0.410954 –0.175214 –0.337123

Source: Author’s calculation.

Note: * Specifies interval direction carefully chosen by the gage.
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Table 7
ARDL Short-term estimation result Dependent Variable: D(LNCPS)

Variable Coefficient std. error t-statistic Prob.

D(LNCPS(–1)) 0.258987 0.174057 1.487940 0.1484

D(LNTBN(–1)) 0.047088 0.223226 0.210943 0.8345

D(LNINT(–1)) 0.047476 0.025033 1.896558 0.0686**

C 0.156309 0.063335 2.467972 0.0202

S.E. of regression 0.176394

F-statistic 2.008065 Durbin-Watson stat 1.844155

Prob(F-statistic) 0.006537

Source: Author’s calculation.

Table 8
test of Multicolinearity

Coefficient Uncentered Centered

Variable Variance VIF VIF

C 0.004011 3.996483 NA

D(LNCPS(–1)) 0.030296 2.484793 1.006039

D(LNTBN(–1)) 0.049830 2.788174 1.031915

D(LNINT(–1)) 0.000627 1.027303 1.027275

Source: Author’s calculation.
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shows that the statistics are within the threshold point at 
the 5% level of significance, inferring that all coefficients 
in the model are constant. As a result, the chosen output 
model can be used to inform policy decisions.

CoNClUsioN aNd ReCoMMeNdatioN
The investigation focused on the impact of government 
bonds on private sector operations, which is very much 

dependent on the amount of credit available to the 
private sector for investment. We evaluated a lot of 
previous works on the effect of government domestic 
borrowing both on the economy at large and on the 
private sector; however, the results were inconclusive, 
implying that government borrowing domestically has 
both harmful and beneficial effects on the economy. 
Thus, the emergence of this current study has proved 

Fig. 2. Cumulative sum
Source: Research output from e-view 10.

Fig. 3. Recursive estimates
Source: Research output from e-view 10.
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that if care is not taken, government borrowing may 
likely force the private sector out of business in Nigeria. 
The fiscal implication of this scenario is that there will 
be massive unemployment and economic chaos because 
the economy will be harmed and the government 
sector will not be able to absorb the shock. The private 
sector has been a significant contributor to Nigeria’s 
economic growth and productivity, and it requires 
adequate funding to continue operating at full capacity. 
Furthermore, the private sector has made significant 
contributions to the production of goods and services, 
as well as human capital development and job creation. 
The private sector in the country is responsible for 
the majority of exports and international trade. For 

the government, the private sector contributes to the 
generation of tax revenue for social development. 
Firms’ capital structures include debt issuance, which 
is necessary for firms to take advantage of investment 
opportunities, maximize growth, and boost after-tax 
earnings [[45]. Therefore, the study suggests that the 
federal government formulate strategies to regulate 
government domestic borrowing and rates of interest, 
as well as measures to facilitate financial growth by 
boosting SME access to low interest credit facilities, 
in order to promote private sector investments in the 
country. There is a need for further studies in other Sub-
Saharan African countries, as this study is limited by a 
lack of data to cover other countries in Africa.
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iNtRodUCtioN
It is recognized that that the world of today, 
and more that of the future, is a world of 
cities, the positive and negative impact of 
global challenges is manifested more in the 
big cities involved in international relations. 
Megacity challenges include overpopulation, 
large-scale migration, multiculturalism, 
social fragmentation, economic crises, 
environmental problems, and opportunities 
for new technologies, digitalization of 
economic sectors and spheres of life, overall 
growth in wealth and consequent growth in 
consumption, deficit and costly resources.

At the same time, for the various countries 
of the world, the current challenges concern 
both the industrial phase of development 
of countries and cities in the world and the 
stage of post-industrial society. This fact 
must be taken into account in the formulation 
of tools for responding to these challenges 
by governments at the country level and 
especially at the city-specific level.

Analysis of scientific literature on global 
challenges reveals the multiplicity of 
interpretations, from narrow to broad, of a 
theoretical or applied nature, including in 
the “link” to the UN Sustainable Development 
Goals, other international-level documents.

The manifestation of global challenges 
for cities at different stages of evolutionary 
development (industrial and post-industrial 
stages; various phases of technological 
development) is different. As N. V. Zubarevich 
shows, the largest cities are centers of 
modernization of the economy and human 
capital [1]. At the same time, the largest 
metropolises of the post-industrial world with 
a diversified urban economy, a highly skilled 
population, an advanced level of digitalization 
and a quality urban environment are becoming 
more resilient (shock-resistant) to external 
influences and shocks. This distinguishes 
them in a positive way compared to cities 
with a narrower set of economic functions, 
dependency of the city budget on a limited 
number of taxpayers, acute environmental 

problems [2]. In this regard, the vulnerability 
of small cities to adverse impacts may 
be greater, including due to the limited 
implementation of budgetary maneuvers [3].

At the same time, the growth of the role 
of the city authorities in state and municipal 
administration is also necessary to realize the 
full economic potential of the largest cities 
[4]. S. V. Bogachov noted that the substantial 
role of state subsidies and grants in the 
income structure of city budgets can lead 
to a reduction in incentives for the work of 
municipal authorities to mobilize their own 
tax and non-tax sources [5].

The budgets of the major cities of Russia 
are a subject of scientific interest, mainly 
in terms of determining the budgetary 
possibi l i t ies  of  their  socio-economic 
development [6, 7]. Thus, O. V. Kuznetsova 
shows that the autonomy of the authorities of 
urban districts is very low and has a tendency 
to decline. They lost their impact on health 
development, but started spending relatively 
more money on the economy. The amounts of 
funds that are disposed of by the authorities 
of the city districts are several times smaller in 
comparison with the volumes of Moscow and 
St. Petersburg funds [6].

According  to  our  paper  [3 ] , g lobal 
challenges were systematized, allowing them 
to be “adapted” to the conditions of Moscow 
as a megacity, acting as the main object 
of analysis. Thus, the following groups of 
challenges are important for Moscow:

•  changes in the structure and composition 
of the population, including the problems of 
its ageing, active migration to the Moscow 
agglomeration of visitors from other regions 
of Russia and countries of “near abroad”, 
social stratification, labor deficit in a number 
of sectors;

•  need to develop the transport complex, 
engineering and social infrastructure;

•  housing construction on new principles;
•  change and diversif ication of  the 

economic structure, including —  which is 
quite specific to Moscow and its budget in 
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the last decade —  the decrease in the share of 
income associated with the concentration in 
the city headquarters of companies using the 
resources of other regions and cities;

•  over-compressed urban space, shortage of 
free plots for new construction, and the need 
to re-profile the current use of land;

•  technological innovations and their 
spread throughout the territory;

•  environmental issues and demands for 
the quality of the urban environment;

•  costs associated with the availability 
in the city of administrative bodies and 
representatives of the suburban level (country, 
other states, international organizations).

Similar challenges are in many ways 
characteristic of other megacities of countries 
of the world, characterized in the scientific 
literature as global cities.

A review of megacities’ budget response 
practices to the challenges faced by the 
coronavirus-induced 2020 crisis shows 
that progressive cities have been able to 
use the difficult crisis period caused by the 
pandemic as an opportunity to improve their 
economic and budgetary policies [3]. In any 
case, the coronavirus pandemic has had a 
negative impact on the public finances of 
all the countries of the world [8]. Important 
to this crisis are the problems associated 
with economic inequality and different 
budgetary capabilit ies of  regions and 
municipal institutions for the confrontation 
of the pandemic [9, 10]. Some studies have 
shown that countries and regions that had a 
well-established system of inter-budgetary 
relationships that could be used to provide 
rapid inter- budgetary transfers for prompt 
decision-making were more effective in this 
situation [11].

At the same time, during the period of 
lockdown and other constraints caused by 
the pandemic, many budget practices have 
improved, various fiscal innovations have 
been promptly developed, approved and 
implemented, including those relating to 
help to and certain categories of citizens. 

Budgets of many megacities have become 
more focused on supporting the vulnerable 
segments of the population, helping small 
business, and the rate of adoption and 
implementation of budget innovations has 
increased.

In recent years, a number of studies have 
emerged on the impact of the pandemic on 
the budget parameters of cities and regions 
[12, 13], with continued emphasis on federal 
policy measures. S. P. Solyannikova shows that 
against the background of the growth of inter-
budgetary transfers from the federal budget 
in many regions the income of the population 
from entrepreneurial activity is decreasing, 
but the share of social benefits and salaries of 
state and municipal employees is increasing 
[14].

Moreover, not only in times of crisis, the 
“green agenda” now plays a major role in the 
budgetary agenda of the world’s megacities 
[15]. Climate change policy studies state 
that effective state climate action requires 
cooperation and coordination between all 
levels of state and municipal administration 
[16].

Next, a detailed study on the budgets of 
the largest cities of Russia will be presented, 
in which the authors attempt to answer the 
question: how has the structure of budgets 
in the largest Russian cities changed in 
connection with the need to respond to the 
challenges of the new reality?

This review does not address issues related 
to the 2022–2023 challenges due to large-
scale changes in the geopolitical and geo-
economic situation, including the imposition 
of economic sanctions against Russia by 
hostile countries. Analysis of the response 
of city budgets to these changes will require 
a separate study based on more up-to-date 
information.

MateRials aNd Methods
For extensive analysis, the budgets of the ten 
most populous Russian cities for 11 years, 
from 2011 to 2021, were selected. These cities 

V. V. Klimanov, A. A. Mikhaylova



FINANCE: THEORY AND PRACTICE   Vol. 28,  No. 4’2024  FINANCETP.FA.Ru  74

are: Moscow, St. Petersburg, Novosibirsk, 
Yekaterinburg, Kazan, Nizhny Novgorod, 
Chelyabinsk, Samara, Ufa, and Rostov (Table 1).

In the course of the study, a unique 
database has been compiled, which includes 
information on the revenues and expenditure 
of the city budgets. Data collected from 
approved reports on the performance of the 
relevant budgets from the “ConsultantPlus: 
regional legislation system”. We have used 
the grouping of budget revenues by type and 
subtype and the grouping of expenditure 
a cco r d i n g  t o  s e c t i o n s  o f  t h e  b u d g e t 
classification. Unfortunately, the approved 
reports in a number of cases in different 
years did not have the data for the necessary 
classification, and only departmental groups 
were present. At the same time, the majority of 
the data was collected. The budget indicators 
of the city of St. Petersburg are also not 
considered, because the annexes to the laws 
on budget implementation containing the 

classifications that interest us are not present 
in the “ConsultantPlus: Regional legislation 
system”.

F u r t h e r m o r e ,  u s i n g  m e t h o d s  o f 
comparative statistics, we analysed how the 
dynamics and structure of the largest urban 
budgets of Russia changed over the years.

It  must be noted at  once that such 
comparisons have a number of limitations. 
Thus, Moscow and St. Petersburg, being 
at the same time cities and regions of the 
Russian Federation, have a completely 
different structure of budgetary revenues 
and expenditure than the other millionaire 
cities. Their budgets are filled, inter alia, by 
substantial amounts of corporate income 
tax, property tax, transport tax and personal 
income tax. And in the expenditure part there 
are inter-budgetary transfers to municipalities, 
national defense expenditures. As can be seen 
in Table 1, the consolidated budget of Moscow 
is 100 times greater than the budget, for 

Table 1
Population, Revenues and Expenditures of the Budgets of the Largest Russian Cities

City
Resident population as of 
January 1, 2022, thousand  

people

budget revenues in 2021, 
million rubles

budget expenditures in 
2021, million rubles

Moscow 12 635 3 335 600.0 3 445 684.8

St. Petersburg 5 378 843 344.7 796 487.6

Novosibirsk 1 621 57 697.9 57 347.4

Yekaterinburg 1 494 57 678.3 56 862.2

Kazan 1 259 37 924.1 36 414.9

Nizhny Novgorod 1 234 45 166.6 45 502.2

Chelyabinsk 1 179 49 642.4 48 193.7

Samara 1 137 33 718.0 33 264.1

Ufa 1 135 35 906.0 35 862.8

Rostov 1 135 45 229.8 44 444.2

Source: Compiled by the authors based on data from Rosstat and ConsultantPlus: Regional Legislation. URL: https://rosstat.gov.ru/

compendium/document/13282 (accessed on 03.18.2023).
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example, of Samara. Even with the population 
adjustment, the surplus will be more than 
10 times. At the same time, the budgetary 
levels of cities, which are not regions, are 
comparable in theory, even corrected by the 
fact that budgetary legislation, transferable 
expenditure commitments and revenue 
authority vary from region to region.

ResUlts aNd disCUssioN
From 2012 to 2021, all the cities in our sample 
experienced a reduction in budget revenues in 
one way or another compared to the previous 
year (Table 2).

At the same time, Moscow is the only city 
that in the period considered in principle 
never showed a negative dynamic of the 
growth of tax and non-tax revenues of the 
budget (Table 3).

The 2014–2015 crisis almost everywhere 
affected both budget revenue and budget 
expenditure (Table 4), while the corona crisis, 
having a completely different nature, did not 
result in budget expenditures cuts in 2020. 
The exception is Chelyabinsk, which is mainly 
due to the high rates of growth of its income 
in 2019.

The average rate of growth of budget 
expenditure of the largest cities for the period 
2012–2021 (Fig. 1) shows that only Moscow 
showed significantly high result.

When calculated on the basis of regional 
consumer price indices, it can be concluded 
that in only a few cities the real levels of 
revenue and expenditure of the budget 
increased compared to 2012 (Fig. 2). These are 
Ufa, Chelyabinsk, Moscow and Samara. In the 
other cities surveyed, real budget revenues 
in 2021 were even lower than they were in 
2011. As is expected, the cities encountered 
the maximum drop in the crisis year of 2015 
(the lowest indicators in Nizhny Novgorod, 
Chelyabinsk, Yekaterinburg, Novosibirsk), in 
2020 such a strong decline did not follow, and 
by 2021 almost all cities reached the level of 
2011 on the indicator of real budget income, 
taking into account the index of consumer 
prices. This can be explained by the fact that 
inter-budgetary transfers have increased 
significantly. In terms of the average rate 
of growth of urban budgets expenditure by 
major sectors, it is possible to identify almost 
everywhere (with the exception of Kazan) 
the growth of national expenditures, which 

Table 2
Growth of Budget Revenues of the Largest Cities, % to the Previous Year

City 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Moscow 0.6 –0.5 4.3 7.7 11.3 13.2 13.3 10.7 9.1 16.3

Novosibirsk 6.9 8.9 –3.8 –9.4 1.0 5.7 12.7 17.2 5.4 12.8

Yekaterinburg 5.9 9.9 –10.9 0.2 7.6 17.0 6.2 14.3 8.5 8.5

Kazan 12.4 –10.7 –0.8 2.1 1.3 0.1 20.6 1.6 5.6 30.5

Nizhny Novgorod –11.6 4.8 4.5 0.3 18.1 13.2 –1.1 2.0 16.2 19.7

Chelyabinsk 0.0 7.3 –0.2 –4.7 9.2 9.1 14.5 17.4 14.7 –4.9

Samara 18.4 7.0 7.4 –8.3 10.4 10.8 –1.9 10.2 6.4 11.3

Ufa 10.3 21.6 –3.0 –1.0 4.2 4.3 14.0 19.6 0.6 8.0

Rostov 2.4 –0.6 12.6 12.8 –2.7 4.5 –2.6 0.7 18.1 16.9

Source: Compiled by the authors based on data from ConsultantPlus: Regional Legislation (accessed on 03.18.2023).
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exceeded the overall rate of expenditure 
growth by all items.

In the period since 2015 Moscow shows 
extremely dynamic growth in both income and 
expenditure (Fig. 3). In 2021, with the ability 
to implement an extremely independent 
budgetary policy, Moscow became the first 
region in Russia to issue an unprecedented 
amount of “green” bonds worth 70 billion 

rubles, the funds from the placement of which 
went to the purchase of electric buses and 
the construction of the Ring Line of Moscow 
metro. Separately, it is possible to note the 
extremely high share of funds allocated in 
the budget of Moscow within the framework 
of state programs, approaching 100% of 
budgetary expenditures, which Moscow 
transferred as early as 2012.

Table 3
Growth of Tax and Non-Tax Budget Revenues of the Largest Cities, % to the Previous Year

City 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Moscow 6.3 2.4 5.2 5.2 11.7 15.5 12.2 11.2 0.9 23.9

Novosibirsk 6.7 6.8 4.1 – 16.5 1.0 4.1 5.8 11.1 – 0.5 17.6

Yekaterinburg 5.8 6.5 – 10.8 – 4.0 – 1.9 9.0 7.8 23.9 – 1.7 5.4

Kazan 10.2 8.7 – 4.6 2.2 … … 14.3 0.9 1.3 17.8

Nizhny Novgorod – 11.1 16.8 4.6 … … … … … … …

Chelyabinsk 3.8 3.1 – 8.8 – 16.8 4.8 15.0 10.9 3.9 – 0.3 13.2

Samara 1.5 7.6 – 4.5 – 11.9 6.4 6.9 6.2 3.3 0.4 13.8

Ufa – 11.3 17.0 3.9 – 0.3 – 14.9 6.5 17.7 10.3 6.7 9.5

Rostov 8.5 3.8 2.2 … … … … … … …

Source: Compiled by the authors based on data from ConsultantPlus: Regional Legislation (accessed on 03.18.2023).

Table 4
Growth of Budget Expenditures of the Largest Cities, % to the Previous Year

City 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Moscow 9.7 –0.4 4.7 –5.0 14.1 20.6 10.5 16.0 12.0 14.6

Novosibirsk 0.8 13.4 –6.6 –7.4 –2.5 10.5 8.5 18.2 2.5 11.1

Yekaterinburg 5.5 14.3 –8.9 –2.3 4.0 14.4 8.2 16.8 7.1 8.0

Kazan –23.1 –1.0 –6.4 –0.2 –0.8 3.8 16.1 4.2 2.7 29.3

Nizhny Novgorod –10.5 6.1 3.9 0.6 11.2 22.3 –7.7 6.3 12.1 19.3

Chelyabinsk –2.4 7.1 –0.8 –2.8 6.7 6.7 16.4 18.6 13.7 –8.1

Samara 14.3 6.5 3.6 –4.8 4.3 16.5 –7.2 10.9 5.8 10.6

Ufa 9.5 14.1 9.0 –7.6 9.1 –4.6 9.0 20.7 –1.3 12.2

Rostov 4.1 4.3 12.5 8.4 –4.5 8.5 –0.1 –0.3 14.8 15.2

Source: Compiled by the authors based on data from ConsultantPlus: Regional Legislation (accessed on 03.18.2023).
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Fig. 1. the average Growth Rate of City budget expenditures by Main items, for 2012–2021
Source: Compiled by the authors based on data from ConsultantPlus: Regional Legislation (accessed on 03.18.2023).

Fig. 2. Dynamics of City Budgets’ Expenditure Compared to the 2011 Level at 2021 Prices, %
Source: Compiled by the authors based on data from ConsultantPlus: Regional Legislation (accessed on 03.18.2023).
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It should be noted that at the end of May 
2023, the “green” agenda in Moscow’s debt 
policy was continued. Special “green” bonds 
for the population were issued.1

Analysis of the structure of the budgets 
of the largest Russian cities confirms the 
hypothesis that the sources of tax and 
non-tax revenue, as well as structure of 
expenditure in them differ, first of all, due 
to distinction in regional legislation. In 
different years, decisions were made in some 
regions to transfer certain norms on tax 
deductions, as well as expenditure obligations 
to the municipality level, which gives such a 
heterogeneous picture.

For example, since 2012, regions have 
been able to determine which health 
responsibilities are to municipalities and 
which are transferred to higher levels. And 
with rare exceptions, most of the authority 
since that period has been redistributed from 
cities to regions. For example, in Kazan and 
Nizhny Novgorod, expenditures under the 
article “health” in 2012 decreased by tens 
of times compared to 2011. In the budget of 
Novosibirsk since 2014 health expenditure 
is absent in principle. In Yekaterinburg, 

1 URL: https://www.mos.ru/news/item/124385073 (accessed 
on 19.06.2023).

healthcare expenditure decreased by only 
1.5 times and, although it was in 2015–2016, 
retained its high level. Moreover, in 2020, 
healthcare expenditure in the capital of 
the Urals increased sharply —  2.5 times as 
compared to previous years, in response to the 
coronavirus pandemic. The situation in Rostov 
was almost identical to that of Yekaterinburg 
in terms of the financing of health care.

If you look at the income structure of 
the budgets of the largest Russian cities 
from 2012 to 2021, then from the group 
of cities in question, except for Moscow 
and St. Petersburg, they are all extremely 
dependent on inter-budgetary transfers from 
the higher level (Fig. 4). In addition, it can 
be seen that in all cities, except Moscow, the 
share of tax and non-tax income in the total 
amount of budget revenues decreased in 2021 
compared to 2012 (Fig. 5). The main source of 
tax revenues is traditionally the income tax of 
individuals, followed by property taxes.

From the point of view of the structure of 
the expenditure budgets of the largest cities, 
the main share of them is traditionally the 
cost of education, which reaches 50% of all 
city budgets (Fig. 6). Otherwise predictable is 
the situation in Moscow, which, because of its 
regional status, also realizes the expenditure 
powers of the subject of the federation, and 

 

Fig. 3. Revenue and expenditure of the Moscow budget in 2012–2022, billion Rubles
Source: Compiled by the authors based on data from ConsultantPlus: Regional Legislation (accessed on 03.18.2023).
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Fig. 4. Structure of Incomes of City Budgets, on Average for 2012–2021, %
Source: Compiled by the authors based on data from ConsultantPlus: Regional Legislation (accessed on 03.18.2023).

Fig. 5. Share of Tax and Non-Tax Revenues in the Total Revenues of City Budgets in 2012 and 2021, %
Source: Compiled by the authors based on data from ConsultantPlus: Regional Legislation (accessed on 03.18.2023).

Note: * The most recent data.

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Personal income tax Total income taxes Property taxes Gratuitous receipts Other

 

0%

20%

40%

60%

80%

100%

2012 2021 2012 2021 2012 2021 2012 2021 2012 2014 * 2012 2021 2012 2021 2012 2021 2012 2014 *

Moscow Novosibirsk Yekaterinburg Kazan Nizhny
Novgorod

Chelyabinsk Samara Ufa Rostov

V. V. Klimanov, A. A. Mikhaylova



FINANCE: THEORY AND PRACTICE   Vol. 28,  No. 4’2024  FINANCETP.FA.Ru  80

therefore has a high share of healthcare costs 
and not as high as other cities, education 
costs.

Rostov is interestingly distinguished, 
w h e r e , l i ke  M o s cow, h e a l t h c a r e  i s  a 
significant expenditure sector, because 
health care authority was not transferred to 
the regional level. Moreover, the amounts 
of such expenditure in connection with the 
need to combat the coronavirus in Rostov in 
2020–2021 have increased several times, and 
in 2020 even surpassed the expenditures on 
the national economy, which is traditionally 
the second (after education) most important 
item of the budgets of the largest cities. 
Otherwise, apart  from the cit ies  that 
have the status of regions, the situation 
is only in Chelyabinsk and Rostov, where 
expenditure on social policy for the time 

period considered on average did not inferior 
or even vice versa exceeded costs on the 
national economy.

The differences in budgetary legislation 
determined the absence of media expenditure 
in Kazan throughout the period under review. 
In Chelyabinsk, this type of expenditure was 
absent from 2011 to 2017. There were no 
environmental costs in Rostov during the 
survey period.

It is of special interest that in the budgets 
of Kazan, Samara, Rostov and Chelyabinsk 
there are expenditures under Section 14 

“Inter-budgetary transfers of a general nature”. 
It is not entirely clear how these costs appear, 
as not all documents provide their decoding. 
However, in the expenditure part of the 
approved execution of the Rostov budget, it 
is reflected that these are subsidies to the 
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budget of the region in connection with the 
excess of the level of estimated tax revenues, 
that is, this subsidy is a rare interesting case 
of negative transfer, when the funds, on the 
contrary, are transferred from the lower level 
to the higher level.

Another unusual  point  is  the costs 
(although small) for the “National defense” 
section in Samara and Rostov. Local budgets 
do not, in principle, involve significant 
expenditure under this item. As in Rostov, 
for example, such expenditure is carried out 
in the framework of the organization and 
implementation of civil defense activities, 
protection of the population and the city 
territories from natural and technological 
emergencies.

CoNClUsioN
As the study showed, the possibilities of 
using the budgetary policy of the city to 
respond to the challenges of the new reality 
are significantly different for the largest 
cit ies of  Russia, i f  you compare them 
with Moscow, which is at the same time a 
subject of the Russian Federation and has 
a different structure of income sources 
and spending authority. The reasons for 
this situation consist in the differences 
in regional legislation, which the largest 
millionaire cities have no influence on. The 
budget of Moscow even with the population 
adjustment many times exceeds the budgets 
of other major Russian cities, and the 
volume of inter-budgetary transfers in the 
structure of its incomes is extremely low, 
unlike the rest of the cities.

The dynamics of the budget parameters 
of largest cities from 2011 to 2021 show that 

only a smaller part of them (Ufa, Chelyabinsk, 
Moscow and Samara) in 2021 managed in 
real prices to exceed the volume of 2011 
parameters in income and expenditure. 
Moscow can be confidently called the most 
dynamically developing megacity of Russia, 
having the opportunity to give effective 
budgetary responses to the challenges of the 
new reality and to implement independent 
budgetary policy.

The nature of the economic crises of the 
last decade has affected the way the largest 
cities have survived them. Thus, in 2014–
2015, almost all of them faced a reduction in 
budgetary revenue and expenditure, and in 
2020–2021, such a negative dynamic was not 
observed, as the need for growth of budgetary 
expenditures was offset by inter-budgetary 
transfers.

I n  t h i s  r e g a r d ,  p r o p o s a l s  t o  t h e 
governing bodies of the largest cities as 
responses to global challenges should 
include both general and individualized 
provisions, both in relation to a particular 
p e r i o d  ( s i t u a t i o n )  a n d  i n  r e s p e c t  o f 
each city. The overall solutions include 
revenue mobilization (involving greater 
inter-budgetary transfers), expenditure 
restructuring, balanced and long-term-
oriented debt policy. Individual budget 
policy improvements envisage tighter 
spending measures for cities with negative 
budget parameters.

A general recommendation for higher-level 
authorities could be a proposal to develop a 
differentiated budgetary policy for cities falling 
into different groups in terms of budgetary 
stability, quality of public finance management 
and future development opportunities.
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iNtRodUCtioN
Investment is a driver of the development of 
any sector of the economy. The problem of 
investment in the Russian Federation is rather 
controversial, as the country for many years is 
under the influence of political and economic 
sanctions, which generates instability in the 
national economy and has an adverse effect 
on the formation of the investment climate of 
the state.

Undoubtedly, the crisis is having an impact 
on the global economic system as a whole in 
addition to the Russian economy. It has also 
resulted in a decline in income reinvested in 
a number of industries, and it may eventually 
cause multinational corporations to disperse 
their investments geographically once the 
global economy recovers [1]. Russia is not the 
most attractive for foreign investors and it is 
necessary to take care in advance of increasing 
the attractiveness of the domestic economy 
for investment from abroad, in order to ensure 
the sustainability of the development of the 
national economy.

The development of sustainable post-
crisis GDP growth, including the slowdown 
of the global economic system in the context 
of the pandemic caused by the spread of the 
coronavirus infection, should be influenced by 
a change in the economic growth pattern in 
developed and developing economies [2].

For many years in Russia there has been 
a steady outflow of investment, which does 
not allow to stabilize the development of the 
social sphere and to carry out accelerated 
modernization of production, and in the 
conditions of rapid transformation of the 
world economic system this clearly deprives 
enterprises of the country of the possibility to 
increase their own competitiveness and retain 
the markets conquered [3].

The economic crisis, which has lasted in 
the Russian Federation and has a negative 
impact on GDP development, is accompanied 
by the development of the crisis of foreign 
economic activity. At the same time, in order 
to increase GDP in the current situation, the 

state preferred the strategy of implementation 
o f  m e g a - p r o j e c t s , s u c h  a s  t e c h n i c a l 
rearmament of the army, construction of 
large-scale sports facilities and bridge across 
the Kerch Strait, which revived for some time 
domestic metallurgy, construction industry, 
construction materials production, logistics. 
The burden on the external economic 
sector has been minimized. However, from 
the experience of foreign countries, it is 
known that the investments involved in the 
implementation of mega-projects are often 
ineffective [4].

I n  R u s s i a ,  t h e r e  a r e  s c h e m e s  o f 
redistribution of revenues of a business with 
high profitability in favor of unprofitable, 
which is most often connected with the state, 
forming the so-called surrogate investment 
system [5].

In the context of the need to increase GDP, 
public investment is less efficient than private 
investment, so particular attention should 
be paid to developing private investment 
and stimulating the influx of foreign direct 
investment [6].

There is an opinion that foreign direct 
investment has a greater influence on 
the formation of the tendency of Russian 
companies belonging to small and medium-
sized enterprises to exports characteristic 
of the manufacturing industries of the 
Russian economy. At the same time, for large 
companies, this effect has a much smaller 
impact [7]. Large companies that sell raw 
materials abroad and thus have a stable 
position in the export system of the country.

Some authors consider that in the Russian 
economy there is a distribution of domestic 
investment by foreign investment, and the 
degree of influence of this effect is more 
significant in industries where foreign direct 
investment accounts for more than 25%, as 
well as among private and more effective 
national companies. At the same time, 
the adaptation of national companies to 
coexistence with foreign companies within 
the industries is rather weak, which requires 
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creating conditions for the interaction of 
national and foreign companies on inter-
branch chains and the stimulation by the state 
of projects involving foreign companies that 
do not create direct competition for national 
companies [8].

As noted above, the Russian economy is 
not as attractive to foreign investors as, for 
example, the economies of various countries 
of the Asia-Pacific region with cheap or 
highly skilled labor. Therefore, the leadership 
of the party is taking various measures to 
form integration associations with States 
experiencing problems similar to those 
of Russia in the foreign policy arena. The 
process of regional economic integration has 
a positive effect on attracting foreign direct 
investment. An example is the Eurasian 
Economic Union, which smoothest up the 
problem of the limited markets of the Member 
States. Developing economic integration 
can increase investment in services and 
manufacturing [9].

One way of addressing the problem of the 
massive influx of foreign direct investment 
into national economic systems is the creation 
of bilateral and multilateral sovereign funds 
for direct investment among States of regional 
associations, such as the CIS and the Eurasian 
Economic Union [10].

Nonetheless, the anticipated improvement 
in relations with the main participants in the 
Asian market has not happened against the 
context of Russia’s deteriorating relationship 
with Western nations. As a result, expectations 
regarding the planned effect of the “turn 
to the East” —  namely, the inflow of capital 
from China and other Asian nations, as 
well as the provision of equipment and the 
exchange of knowledge and technology in the 
most promising sectors of the contemporary 
economy, such as the digital sphere —  have 
not materialized [11].

The loss of viability of the export and raw 
materials model of the Russian economy, in 
the opinion of some authors, is one of the 
key causes of stagnation of Russian economy. 

This model keeps the ruble in undervalued-
intervention and monopoly pricing strategy, 
stimulating capital exports from the country 
through foreign exchange revenues from the 
oil and gas sector and ensuring payment of 
net income of non-residents. Resignation 
from the systematic undervaluation of the 
ruble and monopoly pricing can lead to the 
redistribution of investment in favor of the 
processing and infrastructure industries, 
increasing the efficiency of capital use [12]. 
On the other hand, devaluation has a positive 
effect on export-oriented industries. In recent 
years, military industrial and agro-industrial 
complexes have received additional impetus in 
export potential. The grain industry achieved 
significant successes in the world market —  in 
the export of wheat Russia emerged into the 
world leaders [13].

Economic growth in Russia is restricted, 
because the rate of accumulation in the 
Russian economy for many years does not 
exceed 20% of GDP, which is not enough to 
activate the investment factor and renew the 
fixed capital. This rate of accumulation is not 
enough for growth and, more importantly, for 
a leap, so in Russia in the near future the issue 
of raising the rate at least to 23–25% of GDP is 
quite acute, otherwise it will not be possible to 
maintain economic growth at the level of the 
world indicator and much less to realize high 
rates of growth such as China, where the rate 
of accumulation reached 40% of the GDP [14].

E n o r m o u s  a t t e n t i o n  i s  b e i n g  p a i d 
worldwide to the development of high 
technologies, the access to the technical 
component of which for Russia has been 
restricted through the introduction of 
sanctions, which against the background of 
falling influx of foreign direct investment 
makes it difficult for the national economy 
to transition from the fuel and raw materials 
to the innovative and technological model. 
Investment in scientific and technological 
capacity development and the development 
of digital technologies at the current stage 
are no less important than investments in the 
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modernization of the industrial sphere of the 
economy [15].

The digital transformation of the Russian 
economy, characterized by a high level of 
inequality in wealth, can have economic 
growth benefits than in countries where 
wealth disparities are much lower, so investing 
in the digital development of the economy is 
of particular importance for the country [16].

In Russia there are a large number of 
factors that negatively affect economic 
growth, related to demographic problems, 
the country’s involvement in the arms race 
against the background of political tension, 
low productivity of labor, low investment 
attractiveness of non-performing industries 
for investors of any kind, wishing to safely 
get a profit from investments in the short-
term [17].

After 2015, when sanctions were imposed 
against Russia, the economic situation in 
the country deteriorated, aggravated by 
fluctuations in oil market prices, weakening 
the Russian economy. At the end of 2019, a 
new coronavirus infection from China began 
to spread, slowing down the development of 
the entire global economy in 2020. Russia, 
emerging from a structural crisis, has entered 
a new wave of crisis, which has undoubtedly 
affected the domestic investment climate 
and influenced the movement of investment 
flows [18].

The purpose of the study is to identify 
prospects for improving the investment 
climate in Russia by taking into account the 
level of impact of investments in individual 
sectors of the national economy, manifested 
in the change of their share in the structure of 
the GDP of the country.

The tasks of the study are the analysis of 
the dynamics of investments in fixed capital in 
the forms of ownership, sources of financing 
and key industries, as well as the change 
in the volume and share of shipped goods 
of their own production, performed works 
and services in GDP in the key sectors of the 
country in order to identify the main trends 

and problems of investment development in 
Russia.

The period from 2016 to 2020 is studied. 
In 2016, the Russian economy was at the 
height of the crisis, associated with the 
introduction of anti-Russian sanctions, which 
had a significant impact, in particular, on the 
country’s energy exports. In 2020, the Russian, 
as well as the world economy as a whole, faced 
a new wave of crisis, resulting from COVID-19, 
which also negatively affected investment 
processes within the country.

Intellectual data analysis, statistical 
analysis methods, data dynamics analysis and 
general scientific analysis tools are used as 
basic research methods.

ResUlts oF the stUdY
The volume of equity investments had a 
steady trend towards growth, as evidenced 
by the trend line with a high approximation 
reliability factor of 0.9863. The year-on-year 
rate of growth was also quite high —  1 410 
billion rubles per year, or at the level of almost 
10% of the indicator of 2016. At the same time, 
the average approximation error is less than 
2%, indicating sustained growth and change in 
the indicator (Fig. 1).

In 2020, the growth rate was 36.4%. The 
lowest rate of growth in equity investment 
was recorded in 2016 after the introduction 
of anti-Russian sanctions in 2015 and in 2020, 
when the world economy was affected by the 
crisis that developed against the background 
of the spread of the coronavirus infection. 
The biggest growth in investment was in 2018, 
when the Russian economy began to stabilize 
after the peak of the crisis caused by economic 
sanctions.

The volume of investments in the main 
capital of Russian ownership in the dynamic 
increased by 44.5%. At the same time, 
investment in the principal capital of foreign 
and joint foreign and Russian ownership 
remained virtually unchanged, and investment 
in capital development of these types of 
ownership had not such a steady trend as with 
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regard to the capital of the Russian form of 
property (Fig. 2).

This situation is related to Russia’s 
weakening connection with Western nations 
in the area of foreign policy and the reluctance 
of foreign residents to establish businesses 
there, as they view the destabilization of 
the domestic market and the possibility of 
state pressure as a serious risk factor that 
encourages the elimination of assets from the 
Russian economy.

Fixed capital investment in the vast 
majority of the world’s economies is made 
from various sources of financing. The nature 
of the sources of financing has changed 
somewhat in the Federation in recent 
years, as the exacerbation of relations with 
international financial institutions and foreign 
partners, as well as sanctions restrictions have 
negatively affected the nature of attracted 
sources of funding for investments in fixed 
capital (Fig. 3).

The change in equity investments between 
sources of financing has a sustainable trend. 
Annual average investment growth from 
own funds was 736.12 billion rubles, and 
from raised funds —  342.7 billion rubles. 
Approximation accuracy for both indicators 
exceeded 98%, the average approximation 
error also set at a level not exceeding 2%, 
indicating sustained growth and sustained 
change in the indicator.

In the dynamic, investment in fixed capital 
from own funds of financing increased by 
48.3%, and at the expense of raised funds —  
by only 25.1%. At the same time, the largest 
increase in financing from own sources was 
observed in 2018–2019. This is a positive 
point, on the one hand, because investors 
are more willing to invest in enterprise 
development through profits rather than 
through raised funds. But, on the other hand, 
it can also mean the willingness of investors 
to reduce their own risks to credit institutions 

Fig. 3. investments in Fixed assets in 2016–2020 by sources of Financing, billion Rubles
Source: Compiled by the authors on the basis of data from the Federal State Statistics Service. URL: https://rosstat.gov.ru/folder/210/

document/12993# (accessed on 01.01.2022).
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in the context of a crisis, as businessmen in 
unstable economic conditions can lose their 
solvency at any time, and even a temporary 
loss of it can lead to penalties against 
borrowers by banks or even to loss of own 
property, which can be recovered from the 
debt to credit organizations.

At the same time, the structure of financing 
of investments through raised funds has 
changed (Table 1).

Overall, it is worth noting the tendency to 
decrease investment by foreign bank loans 
and investments from abroad, although 
investment by credit by banks increased by 

30.7%, despite the rise in interest rates on 
loans. As regards the structure of the raised 
funds, the majority of funds are budget funds 
and loans from banks. It is also worth noting 
that more than 100% increased financing of 
investments at the expense of budgets of the 
regions of the Russian Federation.

Thus, the impact of anti-Russian sanctions 
is clearly traced to the nature of sources of 
financing of investments in fixed capital in 
the form of a decrease in investments at the 
expense of foreign sources of various nature.

Some of the most important sectors 
of Russia’s economy have an influence on 

Table 1
investments in Fixed assets in the Russian Federation by sources of Financing, billion Rubles

Source of financing 2016 2017 2018 2019 2020 Growth, %

Own funds 5750.7 6290.7 7229.5 8099.1 8527.1 48.3

Raised funds 5531.8 5971.5 6411.2 6626.3 917.9 25.1

Of which: bank loans 1174.5 1370.1 1531.1 1435.8 1534.9 30.7

including foreign bank loans 329.4 665.1 604.6 292.8 270.8 –17.8

credit from other Institutions 674.4 662.9 582.9 709.2 750.2 11.2

investments from abroad 86.7 95.8 86.5 65.0 50.5 –41.8

budget funds 1856.7 2003.4 2085.8 2385.0 2950.7 58.9

including:

federal budget funds 1048.6 1046.3 1033.4 1124.7 1338.5 27.6

funds of the Russian Federation’s regional 
budgets

681.3 824.5 902.1 1091.7 1430.1 109.9

local budget funds 126.8 132.6 150.3 168.6 182.1 43.6

public extrabudgetary funds 27.8 24.5 27.4 30.0 34.0 22.3

funds of organizations and population for 
the partial construction

340.7 400.0 478.6 629.0 505.2 48.3

including population funds 264.6 303.7 339.0 457.8 396.0 49.7

Other 1371.0 1414.8 1618.9 1372.3 1092.4 –20.3

Source: Compiled by the authors on the basis of data from the Federal State Statistics Service. URL: https://rosstat.gov.ru/folder/210/

document/12993# (accessed on 01.01.2022).
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the formation of GDP: mining, agriculture, 
manufacturing, transportation and storage, 
production and distribution of gas and 
water, trade, and construction. Therefore, it 
is necessary to analyze how the change in 
the volume of investment in these sectors 
is interrelated with their development and 
change in their share of the country’s GDP 
(Table 2).

In terms of the period, it is worth noting the 
fall in investment volumes for all industries, 
except for mineral mining, in 2017. The 
growth of investment volumes is observed in 
all key sectors of the Russian economy, which, 
of course, should predetermine the positive 
message of development of these directions. 
Investment in mining has always been the 
most attractive direction. Transportation 
and storage as one of the most promising 
industries of the modern economy from 
the perspective of development of world 
trade in Russia has the second largest niche 
in investment. Serious progress is being 
made in investing in manufacturing, which 

in the circumstances of the need to move 
away from the export and raw materials 
model of the economy creates an alternative 
source of GDP formation. Investments in the 
production and distribution of electricity, 
gas and water increased by 43.1%, which is 
the second most progressive result in terms 
of dynamics after construction. Agriculture, 
as one of the most important sectors of the 
national economy, has been receiving a third 
more investment than the level of 2016, due 
to the intensification of import substitution 
measures and capacity building to ensure the 
food security of the country [19]. The least 
progress in investment was in wholesale and 
retail trade.

Priority of investment from the point of 
view of foreign direct investment is slightly 
different (Table 3).

The total  volume of  foreign direct 
investment in the dynamic decreased by 
70.9% and they developed abruptly and 
unsustainably. The decline was mainly 
influenced by a fall in investment in mining 

Table 2
dynamics of investments in Fixed assets by Key industries, billion Rubles

industry 2016 2017 2018 2019 2020 Growth, %

Mining 2830.4 3025.5 3225.8 3280.5 3300.7 16.6

Transportation and storage 2726.7 2177.8 3083.0 3315.9 3204.7 17.5

Manufacturing industries 2123.7 1921.2 2513.2 2707.6 2944.5 38.6

Production and distribution of electricity, 
gas and water

940.2 940.0 1173.8 1217.5 1345 43.1

Agriculture, hunting and forestry, fisheries 
and fish farming

627.6 412.5 781.5 844.2 855.9 36.4

Construction 445.0 281.7 638.4 682.3 782.2 75.8

Wholesale and retail trade 632.7 358.5 784.1 723.9 692.2 9.4

Other 4313.5 2468.2 2241.2 2933.4 2470.1 –42.7

Source: Compiled by the authors on the basis of data from the Federal State Statistics Service. URL: https://rosstat.gov.ru/folder/210/

document/12993# (accessed on 01.01.2022).
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Table 3
dynamics of Foreign direct investment in Fixed assets by Key industries, Usd Million

industry 2016 2017 2018 2019 2020 Growth, +/–

Total 32 538.9 28 557.4 8784.9 31 974.7 9478.8 –23 060.1

Mining 22 303.7 8329.0 5043.1 8446.1 8142.4 –14161.2

Wholesale and retail trade; motor 
vehicle and motorcycle repair

1700.6 1826.3 –7074.6 7245.6 4536.3 2835.6

Electricity, gas and steam supply, air 
conditioning; water supply

–107.1 1136.9 693.5 423.0 468.9 576.0

Agriculture, forestry, hunting and 
fishing

–140.5 –273.6 57.8 –22.6 134.4 274.9

Construction –342.3 2072.4 –214.2 162.7 130.6 472.8

Transportation and storage –72.0 369.1 –1518.1 70.3 17.7 89.6

Manufacturing industries 4884.5 2867.1 4289.5 6607.9 –1894.0 –6778.4

Other 4312.0 12 230.2 7507.9 9041.8 –2057.4 –6369.3

Source: Compiled by the authors on the basis of data from the Federal State Statistics Service. URL: https://rosstat.gov.ru/folder/210/

document/12993# (accessed on 01.01.2022).

Table 4
Changes in the Volume and Share of Shipped Goods of Own Production, Completed Works and Services 

in GDP by Key Sectors of the Country

indicator

2016 2020

Growth, %billion 
rubles

Share in GDP, 
%

billion 
rubles

Share in GDP, 
%

GDP 64 997 100.0 94 831 100.0 45.9

Mining 11 712 18.0 14 294 15.1 22.0

Manufacturing industries 33 898 52.2 45 071 47.5 33.0

Electricity, gas and steam supply, air 
conditioning; water supply

5164 7.9 6989 7.4 8.6

Agricultural products 5626 8.7 6111 6.4 35.3

Construction 6184 9.5 9498 10.0 53.6

Other 2413 3.7 12 868 13.6 433.3

Source: Compiled by the authors on the basis of data from the Federal State Statistics Service. URL: https://rosstat.gov.ru/folder/210/

document/12993# (accessed on 01.01.2022).
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and processing, although mining is the most 
attractive direction for investment and the 
key to foreign direct investment. Volumes of 
foreign direct investment in key industries 
vary over different periods and do not 
correspond to trends in the development of 
equity investment, indicating instability in the 
national economy, which negatively affects 
the investment climate of the State.

Investments have a long-term impact. It 
is extremely difficult to assess the impact of 
their impact and to predict the period in which 
an investment step will be reflected in such a 
volatile economic environment. Nevertheless, 
over five years, the cumulative effect of 
investment in individual sectors had to be 
reflected in the GDP of the country (Table 4).

GDP in 2020 increased relative to the 2016 
level by 45.9%, at the same time the volume 
of shipments of goods of own production, 
completed works and services by themselves 
increased. However, there is no direct 
correlation between the growth of capital 
investment and the increase in the share 
of production of a particular industry in the 
country’s GDP, as in the structure of GDP 
almost every key industry loses its share. This 
may indicate that, firstly, investments have 
different impact times in different sectors, 
and secondly, it is not to be ruled out that 
investments do not always have a positive 
impact, especially in an environment of 
volatility and exposure to a large number of 
adverse factors.

CoNClUsioN
The lack of a complex investment policy 
at  various levels  of  the state  system, 
complicated year-by-year political and 
financial-economic relations with the 
countries of the Western world do not allow 
forming an organized system of investment 
activity within the country, which adversely 
affects the sustainability of the development 
of the national economy. The formation 

of a favorable investment climate is an 
essential condition for stabilizing economic 
development and ensuring the prospects of 
accelerated transition to an innovative type of 
development of the national economic system.

The lack of stability in attracting foreign 
direct investment also distorts domestic 
investors who prefer to withdraw assets to 
offshore zones, which in combination with 
other factors does not allow forming a rate of 
accumulation of more than 20% of GDP.

High risks, including instability national 
economies, complicated Russian foreign policy 
maneuvers in international scene, a poorly 
developed legal framework protecting foreign 
investors in the Russian market, increased 
state pressure on business, particularly during 
the pandemic, ineffective regional and local 
investment promotion initiatives, and a high 
degree of corruption, make it impossible to 
establish a steady pool of investors for each of 
the important national economic sectors. The 
main investor most often in Russia remains 
the state, especially if it concerns strategically 
important industries, characterized by long 
returns or low profitability.

Due to the lack of the possibility of 
changing the vector of national policy in the 
international arena, it should be assumed that 
radical changes in the investment climate 
in Russia will not occur in the near future. 
There is almost no chance to stabilize the 
national economy and make the transition to 
an innovative type of development and the 
widespread adoption of digital technologies 
if no steps are taken to mitigate business, 
if effective measures to support it are not 
developed in the context of the pandemic 
and the periodic restrictions associated with 
its spread, and if no ways are found to protect 
investors from the risks of destabilizing 
the national economic system under the 
influence of fairly frequent fluctuations of the 
national currency and the introduction of new 
sanctions.
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iNtRodUCtioN
Financial stability has become a policy objective for 
many central banks as well as a topic of discussion 
for policymakers and academics. The increased 
focus on financial  stability comes from the 
consequences of various financial crises worldwide. 
Financial stability has become one of the most 
fascinating issues in contemporary economies 
due to the growing integration of international 
financial markets, the globalisation of financial 
institutions, and the interconnection of entire 
financial systems.

Financial stability is the absence of system-wide 
crises in the financial system. In other words, financial 
stability refers to the ability of financial systems to 
withstand stress. In periods of financial instability, 
financial institutions such as commercial banks are 
reluctant to finance viable projects, leading to a fall 
in the intrinsic value of assets, thereby affecting 
confidence in the financial system. This can result 

in bank runs, rising inflation rates, or stock market 
crashes (World Bank Group, 2020).1

Globalisation has fostered nations’ financial 
integration, as demonstrated by capital flows from 
one nation to another [1]. These capital flows have 
a significant role in an economy’s financial stability. 
The 2008 Global Financial Crisis (GFC) showed that 
unexpected changes in capital flows could disrupt 
financial stability. The financial system’s inability 
to absorb these shocks and prevent disruptive 
tendencies could lead to crises. This has raised 
intense debate among policymakers, researchers, 
and other stakeholders as regards restraints on free 
capital flows around countries.

This study’s motivation is that the effect of 
inward capital flows on Nigeria’s financial stability 

1 World Bank Group (2020). Global Financial Development 
Report. World Bank, Washington. URL: https://www.
worldbank.org/en/publication/gfdr/gfdr-2016/background/
financial-stability (accessed on 29.06.2024).
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has gained interest for its potential benefits and 
consequences. Inward capital flows such as inward 
portfolio investment, inward Foreign Direct 
Investment (FDI) and other capital flows, if not 
correctly managed, could be a double-edged sword 
accompanied by fluctuations, thereby distorting the 
financial system.

This study examines the effect of various forms of 
inward capital flows on financial stability in Nigeria. 
Prior studies on capital flows focused on the nexus 
between capital flows and economic growth. For 
example, I. Alley focused on the impact of capital 
flows and economic growth in Sub-Sahara Africa 
[2]. O. O. Adeola [3] concentrated on capital flows on 
South Africa, Nigeria, Kenya and Mauritius economic 
growth. In Nigeria, studies such as [4] studied the 
effect of capital flows on Nigeria’s economic growth. 
Also, other studies on financial stability focused on 
the factors affecting financial stability [5–7].

Also, prior empirical studies on capital flows and 
financial stability did not disaggregate capital flows. 
For example, [8] focused on inward FDI. This study also 
extends the existing literature on capital flows and 
financial stability by exploring other forms of capital 
flows. Therefore, this study fills the existing gaps by 
exploring the effect of inward capital flows on Nigeria’s 
financial stability. This study is structured into five 
sections. Following this introduction, the paper reviews 
components of capital flows, financial stability, and the 
theoretical framework in Section 2. Methodological 
issues, including estimation techniques and model 
specifications, were presented in Section 3. Section 
4 presents the econometric estimates, while Section 
5 concludes and presents policy recommendations.

CONCEPTuAL FRAMEWORK AND LITERATuRE 
ReVieW

Conceptual Review
Financial  stability has no single consensus 
definition that is widely accepted. Scholars and 
apex banks worldwide have defined financial 
stability in different forms. Financial stability is 
described by the European Central Bank 2 as the 
ability of the financial system, which includes 

2 European Central Bank (2019). Financial stability review 
November 2019 URL: https://www.ecb.europa.eu/pub/financial-
stability/fsr/html/index.en.html (accessed on 29.06.2024).

financial intermediaries, and market infrastructure, 
to resist shocks and the unraveling of financial 
imbalances. This concept emphasizes the financial 
system’s ability to minimize the risk of structural 
disturbances in the financial intermediation 
process, serious enough to trigger a material 
contraction in real economic activity. The Central 
Bank of Nigeria 3 the country’s apex bank, defines 
financial stability as the financial system’s 
resilience to unanticipated adverse shocks while 
allowing the financial system’s intermediation 
mechanism to continue smoothly. This definition 
stresses the ability of the financial system to 
cushion all forms of instability while maintaining 
the intermediation process. However, the definition 
does not explain how these shocks or instability 
can affect the financial system and the real 
economy. More so, the definition failed to state 
what constitutes the financial system.

Financial stability includes the risk of widespread 
disruption in providing financial services, the 
quality of those services continuously, and allowing 
policymakers to recognise areas where policy 
interventions could improve efficiency and reduce 
systemic risk [9]. This definition sees financial 
stability beyond systemic risk and emphasizes the 
efficiency of the operations of the financial system.

This study uses the ratio of non-performing 
loans to total loans as a proxy for financial stability. 
Non-Performing Loans (NPL) are loans in which the 
contractual payments are delinquent, that is, overdue 
for more than a specified period. Non-performing loans 
to total loans capture the liquidity risk exposure by 
considering the discrepancy between liabilities and 
assets [10]. When left unsolved, NPL can compound 
into a financial crisis when these loans exceed bank 
capital in a relatively large number of banks. Prior 
empirical studies have linked non-performing loans to 
financial instability [1, 11–15]. These studies concluded 
that NPL indicates the beginning of financial crises, 
which adversely affect the economy’s growth by 
reducing credit growth. Thus, this study will be aligned 
with the philosophies of [1, 12–14]. Therefore, financial 
stability will be proxied by non-performing loans.

3 Central Bank of Nigeria (2013). Financial stability report, 
Central Bank of Nigeria.
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This study defines inward FDI in line with the 
definition the OECD 4 put forward, which described 
it as a resident entity’s cross-border investment in 
another economy to acquire a long-term interest 
in a company in that economy. The word “lasting 
interest” refers to a long-term link between the 
direct investor and the company, and the direct 
investor’s considerable control over the company’s 
management. The basic condition is that the investor 
must own at least 10 percent of the voting power, 
representing their control. Inward FDI is essential to 
globalisation, as it promotes technology transition, 
jobs, competitiveness, and economic development.

This study views inward portfolio investment as 
a component of international capital flows involving 
the transfer of financial assets, which includes cash, 
promissory notes, equity shares, debentures, bonds, 
and money market instruments like treasury bills, 
negotiable deposits, commercial papers, and bankers’ 
acceptances issued in a domestic market to foreigners 
in search of profit. It involves holding transferable 
securities that are either issued or guaranteed by 
the importing country’s government. Other capital 
flows are short-term debt flows between residents and 
non-residents, including loans, deposits, trade credits, 
counterpart-to-value adjustments, exceptional 
financing, net errors and omissions.

In modeling capital flows and financial stability, 
controlling for macroeconomic factors significantly 
affects financial stability. Financial systems are 
prone to boom and burst, destabilising the real 
economy. In the paper [15] they found that the 
effect of the effect of capital flows on financial 
stability varies substantially across countries and, 
interestingly, across various flows after controlling 
for macroeconomic factors. They revealed that the 
variation is both in magnitude and in the in the signs 
of the coefficients. Gross Domestic Product (GDP) 
and inflation rate were used as control variables in 
this analysis.

GDP growth positively affects capital flows 
because it directly affects the investment’s expected 
revenue. GDP is a proxy for economic growth, which 
is also referred to as a market size. The inflation rate, 

4 Organisation for Economic Co-operation and Development, 
(2008). OECD benchmark definition of foreign direct 
investment. 4th Edn, OECD Publishing.

on the other hand, impedes the financial system’s 
ability to function effectively. Inflation targeting 
adoption on banking system resilience and capital 
inflows is significant and positive [16]. On the 
contrary, [17] investigated the impact of inflation 
targeting and financial instability on 104 advanced 
and developing countries from 1980 to 2017. The 
GMM estimate shows a positive effect of inflation 
on financial stability.

empirical Review
Inward Foreign Direct Investment  

and Financial Stability
There is a growing body of empirical research 
on the link between inward FDI and financial 
stability. However, their findings are diverse. In the 
paper [18], a study on 63 countries from 1990 to 
2014 concludes that rising FDI increases financial 
instability by advancing incentives to foreign 
investors in the country.

M. Ali and A. Iness [19] used disaggregated inflows 
for 85 developing countries from 2000 to 2014. The 
panel data were estimated using a two-step GMM. 
Findings show that prior to the 2000–2007 crisis, 
financial stability improved capital inflow in the 
form of investments in developing countries. Post-
crisis (2010–2014), financial stability decreased when 
more investments moved into the countries. This 
study emphasised the harmful effect of instabilities 
in preventing developing countries from benefiting 
from cross-border flows.

R. Mercado and S. Noviantie [20] used a dataset on 
bilateral capital flows on 64 advanced and emerging 
economies from 2000 to 2016. Findings show 
differences across different types of investments, 
with direct investment flows more concentrated 
than others.

On the contrary, [21] found that financial 
instability negatively impacts inward FDI. In his 
study of how inward FDI has changed during several 
financial instabilities in India spanning 1971 to 
2015, secondary data were adopted. The variables 
used include GDP, inflation rate, inward FDI, and 
financial stability. Using causality, cointegration, 
and VECM, he showed that inward FDI in India has 
been catapulting at 21.56% per year. Also, the study 
concluded that inward FDI did not cause financial 

K. Ebire, M. N. Nwala, A. A. Musa
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instability, but financial stability did cause FDI. The 
study did not indicate the construct used to proxy 
financial instability.

Contrary to the above findings, [22] found that 
financial instability positively affects inward FDI. 
They examined the potential effect of financial 
instability, including macroeconomic factors as 
control variables, on FDI using a panel dataset of 
23 developing countries from 1993 to 2013.

Inward Portfolio Investment  
and Financial Stability

A study on 63 countries from 1990 to 2014 
concludes that financial asset flows are a good 
proxy for international transmission of financial 
innovation that affects stability, leading to crises 
[18].

M. Ali and A. Iness [19] used disaggregated inflows 
for 85 developing countries from 2000 to 2014. 
Findings show that prior to the 2000–2007 crisis, 
financial stability improved capital inflow in the form 
of investments in developing countries. Post-crisis 
(2010–2014), financial stability decreased when more 
portfolio investments moved into the countries. A 
study on bilateral capital flows in 64 advanced and 
emerging economies from 2000 to 2016 shows that 
portfolio investment is less concentrated relative to 
other flows in these countries [20].

In the paper [15] found that inward portfolio 
investment harms financial stability. Their study 
investigated the relationship between gross capital 
flows and various financial stability indicators for 
16 newly industrialized economies and emerging 
economies between 1989 and 2011. On the contrary, 
[22] found no cointegrating association between inward 
portfolio investment and financial stability. They 
examined the cointegrating and causal relationship 
between the financial sector, inward FDI, and inward 
portfolio investment in Central and Eastern European 
countries from 1996 to 2015 using the cointegration 
test of Westerlund-Durbin-Hausaman and the 
causality test. Similarly, this study aligns with [23], 
who found that net inward portfolio investments are 
never affected by major international financial shock 
incidence. They examined the extent and nature of the 
impact of foreign portfolio investment on instability, 
particularly in the Southeast Asian emerging market, 

namely India, Thailand, Indonesia, and the Philippines, 
in the context of global financial instability from 2000 
to 2014. The daily net inward portfolio investment and 
stock market composite index were analysed using 
Autoregressive Conditional Heteroscedasticity (ARCH) 
model.

Contrary to the above findings, [8] confirmed a 
significant effect between inward portfolio investment 
and financial stability. This study explored the 
impact of a capital flow shock on financial stability 
in Jamaica from the second quarter of 2006 to the first 
quarter of 2018. Secondary data from inward portfolio 
investment and financial stability, which were proxied 
as non-performing loans, were used for the study. The 
finding from the Structural Vector Autoregressive 
(SVAR) model emphasises the need to develop macro-
prudential measures to curb possible threats to 
financial stability. In the paper [24] had a divergent 
view, revealing that an increase in global instability 
generates lower portfolio investment, particularly 
in private sector securities. They examined the 
different capital flows to Mexico between 1995 and 
2015. This study’s secondary data include inward 
portfolio investment, FDI, and other investments as a 
proxy for capital flows, while financial instability was 
proxied using a dummy. The variables were analyzed 
using impulse responses.

other Capital Flows and Financial stability
This form of capital flow has grown popular over the 
years and is understood to be more volatile than FDI. 
Different studies have been conducted to understand 
the interaction between investment in other capital 
flows and financial stability. In study [15] found that 
outward FDI positively affects financial stability. 
Between 1989 and 2011, they looked at]the effect 
of gross capital flows and various financial stability 
indicators in 16 emerging and newly industrialised 
economies. This finding was corroborated by K. Ebire 
and co-authors examined the effect of disaggregate 
capital flows on financial stability in middle-income 
countries from 2005 to 2017 [1]. Analysis from PSCC 
revealed that other capital flows significantly affect 
financial stability.

In their study [20] used a dataset on bilateral 
capital flows on 64 advanced and emerging economies 
from 2000 to 2016. Findings show differences across 
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different types of investments, with other capital 
flows being less concentrated relative to others.

MethodoloGY
theoretical Framework

The theor ies  that  underpin  this  s tudy  are 
Financial Instability Hypothesis (FIH) and the 
theory of capital control. The FIH was developed 
by Minsky, who claimed that financial crises 
became inherent in capitalism because cycles of 
economic growth enabled lenders and borrowers 
to become increasingly reckless. Financial bubbles 
and subsequent busts are caused by excessive 
optimism. Based on this hypothesis, he claimed 
that capitalism is prone to changing from periods 
of financial stability to periods of instability. 
In addition, Minsky points out that financial 
instability can be summed up as excess successes 
leading to crises or economic stability itself, 
creating instability.

Keynes works are the source of the theory of capital 
control. In his general theory, Keynes considered 
controls an important measure for ensuring stability 
and directing investment towards productive growth, 
generating employment, and successfully promoting 
capital transaction regulations at Bretton Woods. 
The theory of capital control is relevant to explain 
the direction of capital flows. Capital controls theory 
explains the direction of capital flows, i. e., whether 
controls are placed on inflows or outflows of capital. 
In the study [24], policymakers in several emerging 
markets responded to financial instability by actively 
managing capital flows, for example, by imposing 
counter-cyclical capital controls that are tightened 
during stability and relaxed during instability.

Method of analysis
This study employs an ex-post facto research 
design. Quarterly secondary sources of data were 
used for this study, sourced from the Economist 
Intelligence Unit.5 The secondary data, which 
are time series, were collected on the following 
variables: inward foreign direct investment, inward 
portfolio investment, other capital flows, inflation 

5 The Economist Intelligence Unit (2020). Capital account, Retrieved 
from. URL: http://graphics.eiu.com/data_services/contentguide/
capitala.htm#othercapflows (accessed on 29.06.2024).

rate, GDP, and non-performing loans spanning 
from Q1 of 2003 —  Q4 of 2019.

Model Specification
The multiple regression that captures the effect 
of capital flows on financial stability in Nigeria is 
stated below:

0 1 2 3

4 5 � ,
t t t t

t t i t i t

NPL IFDI IPI OCF

LOGGDP INFLR Y −

∆ = β + β ∆ + β ∆ + β ∆ +
+ β ∆ + β ∆ + ∝ ∆ + ε

where NPL —  Ratio of non performing loans to total 
loans; IFDI —  Inward Foreign Direct Investment; 
IPI —  Inward Portfolio Investment; OCF —  Other 
Capital Flows; INFLR —  Inflation rate; LGDP —  Log 
of Gross Domestic Product; β0 is the constant term; 
β1, β2, β3, and β4, β5 —  beta coefficients; ε is error term, 
t = time.

Table 1 shows the variables, their measurements, 
and their apriori expectations, as well as their sources. 
Theoretically, it is expected that inward FDI, inward 
portfolio investment, and GDP positively affect 
financial stability (measured as NPL). On the other 
hand, capital flows could positively or negatively 
affect financial stability. The inflation rate is expected 
to negatively affect financial stability.

Technique of Estimation
The technique employed for this study is Error 
Correction Mechanism (ECM). The ECM method is 
an econometric technique developed by Engel and 
Granger to reconcile an economic variable’s short-
run behaviour with its long-run behaviour. The 
data were subjected to a stationarity test to avoid 
spurious regression and analysed using Eviews 10.

ResUlts aNd disCUssioN
The analysis of the data and discussion of the 
results are presented in this section. Below are the 
findings.

Presentation of Data
Descriptive Statistics

Table 2 shows that the average of each variable is 
not exactly situated at the middle (median) of the 
distribution. The table also illustrates the skewness 
of the distribution, which measures the length of the 

K. Ebire, M. N. Nwala, A. A. Musa
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Table 1
Variables, Measurement and apriori expectations

s/N Variable Nature Measurement apriori 
expectation source

1
Ratio of non-
performing 
Loans (NPL)

Dependent variable
the proportion of defaulted 
loans to total loans

[1]

2

Inward 
Foreign Direct 
Investment 
(IFDI)

Independent 
variable

non-residents’ direct investment 
capital into the country

+ [1, 14]

3
Inward Portfolio 
Investment (IPI)

Independent 
variable

Acquisition of assets in a 
domestic stock or money market 
by a foreign national or firms

+ [1, 14]

4
Other capital 
flows (OCF)

Independent 
variable

Defined as net flows of short-
term capital, counterpart to 
valuation changes, exceptional 
financing, net errors and 
omissions

–/+ [14]

5
Inflation rate 
(INFLR)

Control variable
measured as the increase in 
general prices of goods and 
services

– [4]

6
Gross Domestic 
Product (GDP)

Control variable
Measured as annual real GDP 
growth

+ [1, 4]

Source: Authors compilation.

Table 2
descriptive statistics

indicators NPL iFdi IPI oCF iNFlR LOGGDP

Mean 12.39412 5.017647 3.347059 –19.34706 10.67647 4.717647

Median 9.837500 4.895312 1.925000 –24.31250 10.13750 4.787500

Maximum 39.58437 9.106250 19.81250 5.468750 25.65000 4.959375

Minimum 2.790625 1.437500 –7.337500 –38.87812 –0.537500 4.484375

Std. Dev. 9.110467 2.246194 5.487935 12.08738 6.616776 0.116699

Skewness 1.180080 0.236421 1.260069 0.253234 0.610886 –0.542663

Kurtosis 4.097929 2.058640 4.766194 1.766868 2.630945 2.309797

Observations 68 68 68 68 68 68

Source: Authors compilation.
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tail of the distribution. NPL, IFDI, IPI, OCF, and INFLR 
are positively skewed. Thus, they have a long right 
tail. Implying that the distribution extends more to 
the positive side. While LOGGDP is negatively skewed, 
it has a long left tail. The table also measures the 
distribution’s kurtosis (peakedness or flatness). All 
variables are platykurtic, that is, the distributions are 
flat relative to the normal.

Unit Root Test Results
Table 3 displays the stationarity test results used 
to check for the existence of the unit root, which 
was done at a 5 percent Mackinnon critical value. 
The ADF method was used in this analysis since 
it involves supplementing the previous three 
equations with the dependent variable’s lagged 
values. The aim is to use enough terms to make the 
error term serially uncorrelated. All variables (NPL, 
IFDI, IPI, OCF, INFLR and LOGGDP) were stationary 
at the first difference, that is, I(1).

The ADF model is specified as:

1 2 1
1

� � � � � �
m

t t i t i t
i

Y t Y Y− −
=

∆ =β +β +δ + ∝ ∆ + ε∑ .

Cointegration Test
To determine  the  ex is tence  of  a  long-run 
relationship between the variables, the Johansen 
cointegration test was used. We determine the 
optimal lag length requirements for the variables 
before performing the cointegration test. From the 
analysis, 2 lag was found to be more appropriate. 

At the 5% level of significance, cointegration with 
the trace test reveals three cointegration equations. 
This implies a long-run relationship between the 
variables and the need for an Error Correction 
Mechanism (ECM) to explain the relationship.

Error Correction Mechanism
The ECM was used to describe any short-run 
deviations that may have arisen in estimating 
the long-run cointegration equation and test the 
hypotheses that had been proposed is presented 
below:

0 1 2 3

4 5 � .
t t t t

t t i t i t

NPL IFDI IPI OCF

LOGGDP INFLR Y −

∆ = β + β ∆ + β ∆ + β ∆ +
+ β ∆ + β ∆ + ∝ ∆ + ε

The ECM estimation using data from the sample 
period suggested that the R2, also known as the 
coefficient of determination, is 79.6 percent, implying 
that the explanatory variables —  IFDI, IPI, OCF, GDP and 
INFLR account for 79.6 percent of the total variations 
in financial stability. In contrast, the remaining 20.4% 
represents the changes in the dependent variables, 
which were not included in the equation. After the R2 is 
adjusted, the total variation is 74.9 percent. Additionally, 
the model’s fitness was evaluated using F-statistics, 
indicating that the model is statistically fit at the 1% 
significance level. Also, the Durbin Watson test shows 
that serial correlation is absent, as indicated by the test 
statistics of 2.50, which is within the threshold.

From the analysis in Table 4, the ECM term 
corresponds to our expectations. The ECM’s negative 

Table 3
augmented dickey-Fuller tests

Variable adF t-statistics P-value order

NPL –3.104935 0.0313 1

IFDI –1.934564 0.0513 1

IPI –2.669254 0.0083 1

OCF –2.411001 0.0166 1

INFLR –3.665328 0.0000 1

LOGGDP –6956733 0.0070 1

Source: Authors compilation.

K. Ebire, M. N. Nwala, A. A. Musa



FINANCE: THEORY AND PRACTICE   Vol. 28,  No. 4’2024  FINANCETP.FA.Ru  104

sign and statistical significance of 1% indicate that 
10.9% of the adjustment will be made quarterly. As a 
result, the ECM will behave appropriately to correct 
any short-run dynamics deviations from their long-
run equilibrium by 10.9 percent quarterly.

The study’ residuals were subjected to a variety of 
diagnostic tests. The residuals were tested for serial 
correlation using Breush-Godfrey serial correlation 
LM test. The findings indicated that there was 
no serial correlation. Lastly, the study tested for 
Heteroskedasticity using Autoregressive Conditional 
Heteroskedasticity (ARCH) and findings indicated 
that the residuals were not heteroskedastic (i. e., 
they were homoskedastic). This is important because 
ignoring the impact of heteroskedasticity on time 
series residuals can negatively affect the estimators.

discussions
The empirical result shows that inward FDI 
positively and significantly affects Nigeria’s 
financial stability, which is evident at the 1% level 

of significance. On the basis of this result, the null 
hypothesis is rejected. This finding implies that 
a unit increase in inward FDI increases financial 
stability by 360%. In addition, the lag inward FDI 
was negative but statistically significant at 1%. 
These findings align with the studies of [18, 19].

The result shows a significant effect of inward 
portfolio investment on financial stability in Nigeria 
at the 1% significance level. As a result, the null 
hypothesis is rejected. Implying that a unit increase 
in inward portfolio investment results in a 37.5% 
increase in financial stability in Nigeria. On the 
other hand, an increase in the one year lag of inward 
portfolio investment negatively affects Nigeria’s 
financial stability, implying that a one year lag in 
inward portfolio investment could cause financial 
instability in Nigeria. This study corroborates the 
findings of [8], who found that inward portfolio 
investment significantly affects financial stability.

The analysis shows that other capital flows have 
no significant effect on financial stability in Nigeria. 

Table 4
eCM Result

Variables Coefficient t-statistics P-value

D(IFDI) 3.601045 3.945128 0.0002

D(IFDI(–1)) –3.342136 –3.521256 0.0009

D(IPI) 0.375401 2.680896 0.0098

D(IPI(–1)) –0.336092 –2.194446 0.0326

D(OCF) –0.088482 –0.971599 0.3357

D(OCF(–1)) –0.000140 –0.001538 0.9988

D(LOGGDP) –194.3156 –6.107634 0.0000

D(LOGGDP(–1)) 165.5028 4.650030 0.0000

D(INFLR) –0.563472 –4.828617 0.0000

D(INFLR(–1)) 0.464533 3.818634 0.0004

ECM (–1) –0.108751 –2.911461 0.0053

R 2 0.795614

Adj R 2 0.749338

F–statistics 17.19278

DW 2.50

Source: Authors compilation.

INVESTMENT POLICY



FINANCE: THEORY AND PRACTICE   Vol. 28,  No. 4’2024  FINANCETP.FA.Ru 105

Based on this result, as shown by the p-value, which 
is not statistically significant, we accept the null 
hypothesis. The implication of this finding is that 
other capital flows did not impact financial stability 
in Nigeria for the period under review. However, prior 
studies, such as [1, 15], showed that other capital 
flows significantly affect financial stability.

This study also analysed the control variables 
introduced in the model. Based on the findings, GDP 
negatively affected financial stability in Nigeria. This 
finding supports the financial instability hypothesis, 
which holds that financial stability breeds financial 
instability. In other words, economic prosperity 
encouraged lenders and borrowers to be progressively 
reckless. The high optimism creates financial bubbles 
and later busts.

On the other hand, a one-year GDP lag positively 
affects Nigeria’s financial stability. These findings 
align with those of [16], who concluded that the 
spillover effect of inflation targeting adoption on 
banking system resilience and capital inflows is 
significant and positive. According to [15], financial 
inflows tend to amplify countries’ financial instability 
with a higher inflation rate.

CoNClUsioN aNd ReCoMMeNdatioN
This study examines the effect of inward capital 
flows on Nigeria’s financial stability, spanning from 
the first quarter of 2003 to the last quarter of 2019. 
An econometric model was specified using the ECM 
method to ascertain the independent variables’ effect 
on the dependent variables. The variables were first 
tested for stationarity using ADF, and the analysis 
revealed that all variables were integrated in the 
order of 1, that is, I(1). This influenced the decision 

to conduct a cointegration analysis to ascertain the 
long-run relationship between the variables, which 
revealed a long-run relationship. The ECM test 
confirmed that long-term equilibrium speed was 
achieved with an adjustment of 10.9% quarterly. The 
hypothesis testing results revealed that inward FDI 
and inward portfolio investment positively affect 
Nigeria’s financial stability, while other capital flows 
do not have a significant effect on Nigeria’s financial 
stability. Also, the analysis shows that controlling for 
macroeconomic factors such as GDP has a significant 
but negative effect on Nigeria’s financial stability, 
while the inflation rate positively affects Nigeria’s 
financial stability. The following recommendations 
are made based on the findings:

i. Capital is needed in Nigeria, so monetary 
authorities need to adopt and promote economic 
policies to increase FDI and entice portfolio 
investment with rewards such as better economic 
freedom and lower taxation to boost the country’s 
economy.

ii. An increase in inward capital flows could 
lead to the expansion of credit, but if not properly 
managed, it can lead to risky activities by financial 
institutions. Therefore, Nigeria’s central bank should 
intensify its effort to provide adequate prudential 
supervision and regulations to control flows and curb 
risky activities by financial institutions in the country.

iii. Unstable macroeconomic variables can cause 
volatile capital flows, which may result in financial 
instability. Therefore, the monetary authorities in 
Nigeria should implement policies that will ensure 
a stable macroeconomic environment capable of 
absorbing internal and external shocks, which is 
fundamental to managing financial instabilities.
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iNtRodUCtioN
Long-term planning of the development 
of the national economy in Soviet periods 
systematically included such a direction 
as the placement of productive forces. The 
centralized nature of public administration 
was realized, inter alia, through mandatory 
industrial development indicators brought 
to each economic entity and provided 
by  a l located  budgetar y  funding. The 
management of enterprises and organizations 
is accountable for party responsibility through 
defined administrative processes.

The development of market relations 
has changed a lot. Indirect economic, first 
of all, financial instruments for regulating 
socio-economic processes in the state were 
activated. These include tax measures taken 
by both the federal and regional levels of 
government and administration. Instruments 
for implementing tax policy in relation to 
the territorial development of the country 
have different forms and purposes. At the 
same time, the problem of optimization of 
both the list of applicable tax incentives 
and the irrational taxation in setting and 
solving complex tasks of different levels 
of spatial development is beginning to 
appear. In the elaboration of practical issues, 
especially at the legislative level, there are 
often terminological inaccuracies that can 
have a negative impact on the subsequent 
implementation of the established positive 
ideas in improving measures of state influence 
on the socio-economic development of the 
country.

eVolUtioNaRY aNd sUbstaNtial 
CONTENT OF DEFINITIONS: SPATIAL, 

TERRITORIAL, REGIONAL DEVELOPMENT 
oF the CoUNtRY, ClUsteRiNG

Russia —  is a country with a complex territorial 
organization of the federal system with 
enormous diversity of natural and climate 
conditions and unequal placement of minerals. 
All this predetermines the goals, objectives 
and risks of tax policy when implementing a 

territorial approach to preferential taxation. 
It is important to determine the terminology, 
because the development of new forms of 
organization of tax relations has become in 
demand in the conditions when the state 
in the developing of the territorial aspect of 
economic policy has evolved into a strategy 
of spatial development. In the Order of the 
Government of the Russian Federation from 
13.02.2019 No. 207, spatial development is 
presented as an activity aimed at solving the 
state tasks of management of the development 
of the territories (optimal resettlement of the 
population, placement of productive forces, 
etc.) as a holistic object of regulation and 
including the tools of such management.1 At 
the same time, spatial development is viewed 
as a strategic direction from the point of view 
of territorial purpose.

D. E. Simakova in the form of components 
that demonstrate its evolutionary changes 
proposes the hierarchical implementation 
of spatial development with the disclosure 
of content cluster development, regional 
development, territorial  development, 
space development [1]. It seems possible 
to agree with the author, who argues 
that the evolutionally first, relating to 
economic growth and the reduction of 
differentiation between regions in Russia, 
are two definitions: territorial and regional 
development. Territorial  development 
is broader than “regional development” 
because it is more dependent on resource 
capacity in a particular part of the country. 
At the same time, territorial development 
is the process of improving the territories 
in order to improve their structural and 
functional characteristics, affecting both 
socio-demographic and economic aspects. 
Spatial  development is different from 
territorial, according to D. E. Simakova, in that 
it changes the configuration, the structure 

1 Order of the Government of the Russian Federation from 
13.02.2019 No. 207 “On approval of the strategy of spatial 
development of the Russian Federation for the period up to 
2025”. ConsultantPlus.
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of the territory, its individual systems, and 
complexes. Based on the objectives set out 
in the Strategy of spatial development of 
the Russian Federation, it is also possible to 
assume the formalized and organizational 
structure of spatial  development as a 
3D-format of the territory with an archipelagic 
system of multi-vector target coordinates of 
interconnections of individual parts of the 
country, as well as with the implementation 
of ESG-principles of development, including 
even the preservation of cultural heritage. 
This required an integrated approach to 
identifying a set of tax tools for achieving 
targets at different levels of governance. 
Other modern forms of preferential zones, 
including special administrative districts 
(SADs), are also organically integrated into 
the pro-transitional structure, with additional 
competences compared to solving territorial 
and regional development tasks, in particular, 
on the legalization of foreign investment.

It should be noted that the use of the 
definition of “cluster”, first introduced 
in 1990 by M. Porter, which means, in 
terms of the territorial aspect, a group of 
geographically adjacent interconnected 
companies (group, merger) is increasing. 
Thus, the concept of  “cluster”, which 
includes in the content of different goals and 
objectives in contrast to spatial, territorial 
and regional development, is nevertheless 
their integral part in the framework of the 
creation of a favorable investment climate in 
the vast areas of Russia [1–3].

The process of clusterization, as well as the 
already existing evidence of its effectiveness, 
in particular, in the field of innovation 
achievements, prove the thesis expressed 
on the basis of cross-country comparison by 
E. V. Balatsky, that large states have all the 
possibilities through the development of their 
individual regions, taking into account their 
specificities, to no less high results than the 
successful technological models of Singapore, 
Israel, South Korea, Norway, Iceland [4, 5]. At 
the same time, the organization of a group 

of clusters in the region is also likely with 
the formation of economic zones with a 
specific purpose and vice versa —  groups of 
special economic zones (hereinafter —  SEZ) 
in a cluster, which can positively affect the 
development of each other.

In Russia, a certain practice of creating 
and developing clusters using zones with 
preferential tax regime was formed, which 
was reflected in the formation of such an 
institution as the Association of Clusters, 
Technology Parks and SEZ (AKIT of the 
Russian Federation).

The substantive understanding of spatial 
development as a complexly structured 
process makes it possible to recognize the 
correctness of the researchers’ identification 
of three approaches to the inclusion of 
clusters in the mechanism of tax incentives 
for spatial development [6]:

1) cluster is formed on the basis of already 
functioning SEZs or territories of advanced 
socio-economic development (hereinafter —  
TASED) (the advantages of such an approach 
is the availability of established infrastructure 
and a number of already attracted residents —  
as a rule, with large investment projects, 
because their presence is one of the conditions 
for the creation of SEZs). As at the beginning 
of 2020, there were 6 such clusters in Russia;

2) reverse movement —  the criterion for the 
creation of SEZ and other forms of preferential 
tax regimes is the presence of formed clusters, 
including a sectoral approach (e. g. Kamsk 
Innovative Territorial Production Cluster and 
TASED “Nizhnekamsk”);

3) consolidation of a number of SEZs into 
a single cluster. The decision is not taken 
at the regional level, but at the level of the 
Government of the Russian Federation (for 
example, the North Caucasian tourist cluster, 
which unites the zones of Karachay-Cherkess, 
Kabardino-Balkarian Republics, the Republics 
of Dagestan and Ingushetia;  the fifth 
interregional cluster of composite producers).

Thus, the distinction between the concepts 
of cluster development, regional development, 
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t e r r i t o r i a l  d eve l o p m e n t  a n d  s p a t i a l 
development will contribute to structuring 
the content  of  normative documents, 
including government legal acts, to a clearer 
definition of the competences of the various 
management structures in solving the 
respective tasks in the context of the national 
development goals of the country. All this will 
have a positive impact on the organization of 
tax relations, eliminating contradictions in 
the application of various preferential forms.

TAX BENEFITS AND TAX PREFERENCES: 
is theRe a diFFeReNCe iN CoNteNt, 

destiNatioN, aNd FoRM?
The tax component in ensuring sustainable 
spatial development is primarily associated 
with the active impact on economic entities. 
Tax incentive instruments designed to 
influence the interests of economic entities 
with a view to their development in directions 
defined by the State as relevant, including the 
territorial aspect, are generally recognized 
tax benefits defined in the Tax Code of the 
Russian Federation as advantages for certain 
categories of taxpayers (art. 56 Tax Code of the 
Russian Federation). However, in the scientific 
and educational literature, a different 
definition of the granting of advantages 
to certain participants in tax relations 
has become increasingly used, namely, 

“preference”. In the scientific literature, there 
has even been a terminological discussion 
about the distinction between these two 
definitions. The combination of territorial 
and preferential emphasis in taxation gives 
impetus to a new look at the theory of taxes 
and taxation.

In scientific circles, the concept of “tax 
preferences” is seen as a synonym for the 
definition of “tax benefits”. However, it is 
also very persistent that these are different 
definitions, having different content and 
having different consequences for their 
application by taxpayers [7–9]. However, 
there are no clear criteria for distinguishing 
t h e s e  t w o  c o n c e p t s ,  i n c l u d i n g  t a x 

legislation. It is possible to distinguish 
three groups of scientists with different 
opinions [10, pp. 48, 49]:

Group I —  identifies the concepts of “tax 
benefits” and “tax preferences”, and, when 
describing tax preferences, calls them tax 
benefits or a system (subsystem) of tax 
benefits;

Group II —  distinguishes the two concepts, 
but does not represent the criteria for 
distinguishing;

Group III —  considers tax benefits as a 
means of realizing tax preferences, defining 
the concept of “tax preferences” in a narrow 
and broad sense.

T h e  g e n e r a l i z a t i o n  a n d  c r i t i c a l 
consideration of the positions of the various 
authors allows to propose to use the most 
general criteria for separating the content of 
the terms “tax preferences” and “tax benefits” 
as follows: by the nature of the application 
(mandatory/non-mandatory); by the forms 
of application (tax / non-tax); by subject 
belonging (author criterion). Allow us to 
present some significant results from the 
application of these criteria.

The mandatory nature of  application 
is primarily attributed to the concept of 

“preference” (e. g. simplification of reporting). 
With regard to tax benefits, there is both 
a compulsory nature of the application of 
some of them (for example, in the part of the 
exemption from VAT of metal fractures and 
black metals), and non-compulsory, voluntary, 
which is included even as a position in the 
development of tax policy of the taxpayer.

Tax benefits mainly have forms relating 
to the elements of taxation on individual 
taxes and charges (reduction of tax rates, 
granting of tax deductions, exemption from 
the tax base, etc.); non-tax forms are the 
sphere of preferences (exemption from tax 
checks, simplification of reporting, criteria of 
subjectivity of preferential zones, etc.).

Subjectively, individual taxpayers in 
accordance with the established conditions 
ultimately apply both tax benefits and tax 
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preferences. However, it is correct to assume 
that preferences generally relate to differently 
institutionalized groups of taxpayers (subjects 
of individual preferential tax regimes, 
preferential zones, certain types of clusters, 
regions, etc.).

In this way, the following definition 
o f  t h e  t e r m  “ t a x  p r e fe r e n ce” s e e m s 
correct —  these are advantages in the 
sphere of tax relations, which are granted 
to taxpayers on their subjective belonging 
to groups institutionalized by different 
characteristics (on certain territories, on 
certain types of activity), as well as to legal 
and natural persons for achieving certain 
objectives of the economic policy of the 
State through stimulation of economic 
activity, social protection and development 
of society, legalization of shadow cash 
f lows. It  should be noted that  in this 
version the definition of “tax preference” 
also includes tax control reliefs. This takes 
place both in special tax regimes (not only 
for small business entities, but also in 
the territorial aspect), and outside their 
framework, including in the context of 
unprecedented Western sanctions against 
Russian legal entities (for example, tax 
manoeuvres towards accredited entities of 
the IT industry, including by facilitating 
their spread throughout the territory of 
the state, although not targeted, to solve 
the spatial development). This approach 
further broadened the distinction between 
the notions of “tax preferences” and “tariff 
benefits”.

The classification of their types contributes 
to the discovery of the content of concepts. 
The fol lowing c lass i f icat ion features 
and, accordingly, types of preferences are 
distinguished [10, p. 52–54]:

•  by scope of application (within priority 
development zones aimed at  sectoral 
incentives, providing state support to a certain 
(target) category of payers);

•  by methods of introduction (applications) 
(administrative, economic);

•  by duration of action (unique, periodic 
(interval), prolonged);

•  by motivational reasons (economic, 
social);

•  by functional purposes (stabilizing 
(supporting), stimulating);

•  by implementation (facilitated, not 
preferential, combined (mixed)).

Let us specify some types of tax preferences 
in relation to the territorial approach. Thus, 
let us pay attention to tax preferences 
introduced by practical administrative methods. 
Preferences granted this tax by executive 
bodies, for example, within free economic 
zones, technology parks, in the form of tax 
debt restructuring, social tax benefits, etc.

One-time preferences, such as tax amnesty, 
tax vacancies, exemptions from tax checks, 
etc., are granted by the State under certain 
circumstances (including external sanctioning 
pressure).

Long-term preferences, such as exemption or 
reduction of the object of taxation, tax credit, 
investment tax credits, investment protection 
and promotion agreements, sectoral tax 
maneuvers, etc., are defined by the State as 
components of the tax system or its elements 
and remain unchanged/modified slightly over 
a long period.

Economic tax preferences are intended to 
obtain positive dynamics of economic activity 
development and improvement of the general 
and regional economic situation in the State.

Non-preferential preferences —  include 
deferred and delayed tax payments, reduced 
checks, stabilization reservation, etc.

Interest is presented in the interpretation 
of stabilizing (supporting) tax preferences. It is 
considered that they are intended, primarily, 
to reduce the tax burden of small and 
medium-sized enterprises, the legalization of 
income of business representatives. Taxpayers 
have the opportunity to decide on their own 
whether to use the preference if they are 
subject to statutory conditions. Supporting 
preferences include alternative (special) tax 
systems.
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The establishment of combined (mixed) 
preferences is often used by the state for the 
development of depressed territories, special 
economic zones (SEZ), territories of advanced 
socio-economic development (TASED), 
technology parks, tax havens. In this sense, 
preferences are not preferential, but they are 
implemented with various benefits, including 
tax benefits.

In this way, it is correct to believe that the 
concept of “tax preferences” is wider than 
the definition of “tax benefits”, in particular 
because the former also extend to the 
organization of tax relationships, and the 
second —  primarily relate to the mechanism 
of calculation and payment of taxes and 
fees. However, the author’s position on the 
separation of tax preferences and benefits 
as sufficiently conditional and serving 
rather educational purposes to understand 
the diversity of not only the forms of the 
tax benefits granted as such, but also of the 
conditions and areas of their application, is 
reflected in the proposed interpretation of the 
criteria and the substantive filling of the ratio 
of these two terms.

SPECIAL TAX REGIMES —  
oNlY FoR sMall eNtitMeNts?

Tax preferences include various forms of tax 
reliefs and exemptions from the general rules 
of taxation. For example, special tax regimes 
for small business entities in the form of 
taxation of their income, which differ from 
general income taxes in all elements and result 
in a comparative reduction in tax obligations, 
can be attributed to tax preferences. However, 
the opinion is expressed that special tax 
regimes are non-tax benefit, but a mechanism 
of tax regulation of a systemic nature, i. e. an 
alternative, preferential mechanism/regime 
of taxation embedded in the tax system [10, 
p. 34]. One of the arguments here may be the 
fact that in the special tax regime there is no 
link to the elements of one of the taxes, and 
in fact several taxes are replaced by one (for 
example, for agricultural producers —  a single 

agricultural tax). If we focus on the tools for 
implementing tax preferences, special tax 
regimes are a combined form of tax preference.

In  the  Encyclopedia  of  theoret ical 
foundations of taxation was presented an 
expanded understanding of the definition 
of “special tax regime”— a special taxation 
system that is established with the purpose 
of creating favorable economic and financial 
conditions of activity for certain categories 
of tax subjects (organizations, individual 
entrepreneurs), including through the 
simplification of tax rules and reduction of 
tax burden.2 At the same time, the following 
tax privileges and preferences have been 
identified as the main instruments for 
implementing special tax regimes:

1) replacement of individual taxes and 
charges existing under the general taxation 
regime by a single tax specific to certain 
activities or categories of taxable persons;

2) establishment of a special procedure 
for determining the elements of taxation on 
individual taxes, including by categories of 
taxpayers;

3) exemption from individual taxes and fees 
(federal, regional and local);

4) simplification of tax reporting and tax 
control.

In national tax legislation, both all 
inst ruments  and  indiv idual  types  o f 
instruments can be used simultaneously (for 
example, Russia, Kazakhstan use all four types 
of tools, while Switzerland uses only the third 
type). The special tax regime may be limited 
for a certain period.

Based on the subject of this article, let us 
first draw attention to the second type of 
instruments for the implementation of special 
tax regimes, as the most common in modern 
practice. It relates to the establishment of 
peculiarities in the elements of taxation on 
individual taxes (entity income tax, corporate 
income tax) in respect of taxable persons 

2 Encyclopedia of theoretical foundations of taxation. Edited 
by I. A. Mayburov, Y. B. Ivanov. Moscow: UNITI-DANA; 2016. 
503 p.
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(including non-residents) operating in certain 
territories (SEZ, TASED, etc.), as well as in 
certain industries (activities, for example, 
IT-companies; structures of social purpose). 
The focus of such special tax regimes is to 
attract national investments, including in the 
territorial vector, and taking into account their 
targeting.

An example of the third type of instrument 
of implementation of special tax regimes is 
exemption for a period of up to 10 years from 
the performance of the obligations of the 
taxpayer on the income tax of organizations —  
persons who have received the status of 
participants in the project to implement 
research, development and commercialization 
of their results “Skolkovo”. Examples include 
exemptions for participants in regional 
investment projects (RIPs), as well as special 
investment contracts (SICs), investment 
protection and promotion agreements (IPPAs). 
In general, RIP and SIC are focused locally on 
a specific territory and allow to stimulate the 
development, mainly, of their participants, 
i. e. individual economic entities. However, 
this result is achieved mainly not through tax 
instruments, but through the creation of stable 
development conditions in the medium-term.

For the fourth type, the special tax regimes 
for small and medium-sized enterprises in 
terms of the various levels of simplification 
of accounting and tax reporting are the most 
striking example. It is also important that 
from 01.10.2024 it is envisaged to simplify 
the procedure for connecting residents of 
the SEZ to the tax monitoring system, which 
means the transfer of tax checks to online. 
Accordingly, the procedure for the refund of 
VAT paid, which is important for large, will be 
accelerated.

seZ as aN oRGaNiZatioNal FoRM 
OF SYNERGY BETWEEN PREFERENTIAL 

taXatioN aNd teRRitoRial 
DEVELOPMENT OF THE COuNTRY

External experience shows that special 
economic regimes are one of the options for 

achieving integrated application of incentives 
[11–13].3 Based on the classification of special 
economic zones proposed in the annual study 
of UNCTAD,4 we can identify the peculiarities 
of the practice in Russia. Analysis of the 
organizational forms of special economic 
regimes makes it possible to conclude that the 
objectives of the establishment of SEZs in low-
income countries, as in the Russian practice 
in part of the separately allocated territories, 
are: attracting investment in infrastructure in 
limited territory, stimulating the development 
of industrial production and compensation 
for the “small spots” in the investment 
climate. However, for economic with above-
average incomes, faced with the challenge 
of creating high-tech industries, high value-
added production, the creation of preferential 
tax zones is not so typical and can only serve 
as a platform for preventing distortions in 
the economy, as well as for building complex 
cross-border supply chains. Thus, it is correct 
to conclude that there is a contradiction: by 
using Russia’s SEZs, it must simultaneously 
the goals characteristic of economies at 
different levels of development. Accordingly, 
preferential taxation zones should also be 
diverse in form and purpose [4, p. 302, 303; 14].

From the statistics of development and 
effectiveness of SEZs in Russia, it follows that 
they are one of the most large-scale projects 
to attract direct investment in priority types 
of economic activities and among the most 
sought-after tools of regional development. 
However, after failures in the actual results 
of monitoring activities, a moratorium on 
their creation was introduced in the first 
phase. Following changes in the regulatory 
and legal framework, as well as the criterion 
for decision-making on the feasibility of 
forming new and effective existing SEZs, 

3 OECD Digital Economy Outlook 2017. Paris: OECD Publishing. 
2017. URL: http://dx.doi.org/10.1787/9789264276284-en 
(accessed on 20.03.2024).
4 World investment report 2019. URL: https://unctad.org/
system/files/official-document/wir2019_en.pdf. (accessed on 
20.03.2024).
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Table
Preferences for SEZ Residents Cumulatively (From the Beginning of the SEZ Operation)
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Benefits of paying 
customs duties

53 33 238.3 51 40 222 48 48 232 47 57 257 172.3%

Tax benefits 37 23 455.9 40 31 147 44 43 841 46 56 219 239.7%

 Benefits of paying 
insurance premiums

10 6565 9 6999 8 7711 7 7711 117.5%

Total provided 
benefits

100 63 259.2 100 100 100 121 187 191.6%

Customs fees have 
been paid

20 28 377.7 38 71 244 34 93 888 32 116 151 409.3%

Taxes paid 39 53 428.2 42 77 605 46 127 394 48 176 247 329.9%

Insurance premiums 
are paid

41 56 076.4 20 37 074 20 53 972 20 72 404 129.1%

Total amount paid 100 137 882.3 100 100 100 364 802 264.6%

Source: Compiled by the author based on statistical data from the business navigator for the SEZ for the relevant years; Report 

on the results of the functioning of special economic zones for 2022 and for the period from the beginning of the functioning 

of special economic zones. URL: https://www.economy.gov.ru/material/file/699ec37679f67c137b011926f7a15119/business_

navigator_2020–2022.pdf; https://www.economy.gov.ru/material/file/cbb3dd2a3836539769b9a50284bd2888/otchet_oez_2022.pdf 

(accessed on 20/03/2024).
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the Government of the Russian Federation 
approved the formation of 50 SEZ in 43 
regions of the country as of 01.01.2024, of 
which 31 are of industrial and industrial type, 
seven are of technical and developmental 
type, ten are of tourist and recreational type 
and two are of port type. They are mainly 
concentrated on the European part of Russia. 
At the end of 2023, 1 128 residents were 
registered in SEZs, including more than 123 
companies with foreign participation from 
36 countries. They created more than 66 000 
jobs (184 000 were declared). The volume 
of investments amounted to more than 989 
billion rubles (of the declared 6 trillion rubles).

The dynamics of change for benefits 
granted on customs duties, taxes and 
insurance premiums, as well as accordingly 
on amounts paid shows a clearly positive 
trend. Moreover, there is budgetary capacity 
for all types of preferences: granted benefits 
increased by 191.6%, and paid amounts 
increased with 264.6%. By the end of 2022, the 
state has reimbursed all the costs incurred 
on SEZs, the cumulative budgetary effect 
amounted to more than 55 billion rubles.5 
In 2023 compulsory payments of residents 
(taxes, customs payments and insurance 
contributions) to budgets of all  levels 
amounted to more than 368 billion rubles.6

According to the results of 2022, the 
Ministry of Economy recognized 7 OECDs: 
4 OEZs of production type, 2 of tourist-
recreational type and 1 of port special 
economic zone, effective —  23 zones and 14 —  
sufficiently effective. The combined efficiency 
indicator, excluding the tourist cluster, was 
93.9% (in 2021–96.5%), since the start of 
the operation of the zones —  90.7%. The 

5 Ministry of Economic Development of the Russian 
Federation: SEZ continue to show steady positive dynamics. 
URL: https://www.economy.gov.ru/material/news/mer_rf_oez_
prodolzhayut_demonstrirovat_ustoychivuyu_polozhitelnuyu_
dinamiku.html (accessed on 20.03.2024).
6 Special Economic Zones. URL: https://www.economy.gov.
ru/material/directions/regionalnoe_razvitie/instrumenty_
razvitiya_territoriy/osobye_ekonomicheskie_zony (accessed 
on 17.03.2024).

differentiation is due to the influence of the 
time factor and the large number of new zones 
deployed for economic development that have 
not yet realized their potential.7

At  t h e  s a m e  t i m e ,  i t  s h o u l d  b e 
acknowledged that one of the reasons 
inhibiting the implementation of  the 
declared achievements of the organizational 
forms created with special taxation regimes 
is the presence of all-Russian territorial 
disparities, which cannot be “treated” only 
by tax instruments. Thus, the analysis of the 
territorial location of SEZs clearly testifies 
to their attraction to regions with developed 
infrastructure and logistical availability. As a 
rule, it is Central and Volga federal districts, 
where more than 50% of the manufacturing 
industry and more than 70% of the production 
of innovative products is concentrated [15]. 
In this regard, the first reimbursement of 
infrastructure costs to the regions in 2023 
based on federal taxes and customs duties 
actually paid by residents is appreciated. 
1.4 bill ion rubles were reimbursed for 
St. Petersburg and Dubna SEZs.8

REGIONAL POLICY AND TAX POLICY  
oF ReGioNs: What aRe these teRMs?

In  general , specia l  tax  regimes  with 
different implementation tools fit into the 
institutionalization of tax preferences as 
a complex of combined forms, methods, 
instruments, including tax benefits and 
preferences, to the goals of socio-economic 
development of the country and its individual 
territorial units.

The heterogeneity of the development of 
the regions initiates the transfer of a certain 
amount of powers (functions) to the regional 

7 SEZ tested for stability. Monitoring of SEZ effectiveness. 
URL: https://www.kommersant.ru/doc/6095851 (accessed on 
07.02.2024).
8 St. Petersburg and the Moscow region have been reimbursed 
for the construction of SEZ infrastructure through state 
support / URL: https://www.economy.gov.ru/material/news/
sankt_peterburgu_i_moskovskoy_oblasti_vozmestili_ zatraty_
na_sozdanie_infrastruktury_oez_za_schet_gospodderzhki.
html (accessed on 07.02.2024).
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level. This is also one of the theoretical 
aspects of  the territorial  approach in 
preferential taxation. Significantly achieving 
the optimal combination of a centralized, 
federal element of public administration with 
a regional one. Despite a certain degree of 
autonomy, the regions must be an effective 
part of the overall management system. In 
this regard, it is important to search for fiscal 
tools of macroeconomic regulation at both the 
federal and sub-federal levels. The concept 
of a multi-level system of tax regulation will 
be developed. This is most clearly seen in the 
example of the construction of tax regimes 
for components of the oil and gas complex, 
including the territorial aspect [16].

In  this  regard, we wi l l  re ly  on the 
definitions of “tax policy of the region” and 

“regional tax policy”. In scientific literature, 
the most common publications are those 
where both terms meet without any difference 
in their content [17–19].9

Indeed, in the federal state, legislative rules 
for the establishment and introduction of 
taxes are in force throughout the territory, as 
reflected in both the first part and the second 
part of Tax Code of the Russian Federation. 
For example, paragraph 5 of article 12 of the 
Tax Code of the Russian Federation “Types of 
taxes and charges in the Russian federation. 
Powers of the legislative (representative) 
bodies of the state authority of the constituent 
entities of  the Russia Federation and 
representative organs of municipalities on 
the establishment of tax and fees” states: 

“Federal, regional and local taxes and charges 
are abolished by this Code”. In paragraph 
6 of the same article: “No federal, regional 
or local taxes and charges may be imposed 
other than those laid down in this Code”. At 
the same time, the subjects of the federation 
have constitutionally defined autonomy, based 
on the principle of equality, including in 

9 Greater interpretative dictionary of tax terms and norms. 
A. B. Paskachev, B. A. Kashin. Moscow: Helios ARV, 2002. 469 p. 
Ozhegov S. I., Swedenova N. Y. Interpretative dictionary of the 
Russian language. 2nd ed. Moscow: Azi, 1994; 907 p.

economic policy, and therefore in the conduct 
of tax policy. In the Tax Code of the Russian 
Federation, this approach is recorded in the 
aforementioned article of article 12 of the tax 
code already in its very title. Hence, the initial 
conclusion can correctly be presented as that 
the terms “regional tax policy” and “regional 
taxation policy” have a substantial difference.

Regional tax policy is an integral part of 
the tax policy of the federal center, which 
defines the parameters and rules of taking 
independent measures in the field of taxation 
and tax administration of the regions of the 
country. In turn, the tax policy of the region, 
incorporating federal-wide approaches to 
regions in the field of taxation, includes self-
determinable taxation parameters, primarily 
in relation to regional and local taxes, as 
well as tax administration. Per that is what 
the authors of the Greater Tax Dictionary of 
Terms and Norms meant, arguing that tax 
policy “is shaped and implemented at the 
federal, regional and local levels”.10

This understanding of the tax policy of 
the region appears to be more embedded 
in the context of the national program of 
spatial development of Russia, in which each 
region is characterized by its socio-economic, 
geographical, cultural and other features, but 
together they constitute, including, and the 
economic space of the country. The purpose 
of the tax policy of the region is to an optimal 
symbiosis of the development tasks of the 
area, the financial, economic, social and 
other functions performed by it with the tax 
potential of the region. For understanding, 
we have an example with the experience 
of transforming the industrial monastery 
of Vyksa into a single urban space on the 
basis of a metallurgical combination with 
the inclusion of art-plots, the cultural and 
historical center “Shukhov-park” etc. “OMK” 
companies in the framework of ESG activities 
as well as the national objective “comfortable 

10 Greater interpretative dictionary of tax terms and norms. 
A. B. Paskachev, B. A. Kashin. Moscow: HELIOS ARV, 2002. 469 p.
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safe environment for living” received relevant 
regional tax concessions in terms of corporate 
income tax and corporate property tax [20].

PREVENTIONS OF THE MuLTILIVERAL 
CONCEPT OF TAX REGuLATION

Multi-level approach in the practice of tax 
regulation, based on the specific economic 
situation and orientation to the achievement 
of the local goal, is becoming one of the 
current trends.11 The institutional component 
of the multilevel system of tax regulation can 
be defined in the context of the tools used: 
systemic (level of taxation, system of taxes and 
fees); integrated (special taxation regimes); 
local (changes in the regulatory tools used). 
Given the specific nature of capital-intensive 
and labor-intensive industries located on 
the territory of the country, two respective 
approaches to stimulating the territorial 
development of a country are possible [21].

Tax  instruments  to  regulate  labor-
intensive production as requiring less capital 

11 Levey S. Mobilization Theory: Some Lessons from the 
Literature for Today. Global Institute for Sustainable 
Prosperity. Working Paper No. 126, 2020.

investment can be seen as a central link in the 
complex of state incentive instruments for the 
introduction of high-technology processes.

Capital-intensive industries, as a rule, are 
characterized by territorial consolidation. 
Effective stimulation of production activities 
using modern technologies cannot be achieved 
only by tax methods: modernization and 
expansion of production are accompanied 
by significant investments, the priority of 
which is the consolidation of stable conditions 
of activity of the economic entity, if there 
is a stable financial legislation. In addition, 
capital-intensive production is geographically 
dependent on locations with well-developed 
infrastructure and the availability of highly 
qualified personnel. Thus, tax incentives for the 
creation (improvement) of capital-intensive 
infrastructure should include not only a 
reduction in tax rates, but also mechanisms for 
accelerated depreciation, full accounting of R&D 
costs with an increasing coefficient, a change in 
the date of payment of corporate income tax, etc.

Regional and local taxation is mainly based 
on property taxation. Objects are real estate 
of individuals and legal entities, vehicles, 
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land. As statistics show, regional and local 
tax revenues to regional budgets and local 
budgets have a trend of growth (2023/2019 
for regional taxes —  125.97%, for local 
taxes —  118.18%), which is largely due to the 
expansion of the tax base (Fig.).

There are several reasons for the benefits of 
property tax preferences, both for individuals 
and for legal entities, among which the main 
one is that a more objective approach to the 
tax base can be achieved at the sub-federal 
level, taking into account regional and local 
characteristics. It is not a coincidence that 
the regional bodies, including the level of 
inventory assessment itself, the application 
of the relevant coefficients, determine the 
timing and procedure for the transition to 
the cadastral assessment of real estate of 
individuals. For example, with a lower average 
wage in the Altai region (32.8 thous. rubles) 
compared to, for example, the Voronezh and 
Omsk regions (40.9 thous. and 40.7 thous. 
rubles, respectively), the tax on the property 
of individuals in Altai province for one object 
was higher than in the aforementioned 
subjects (respectively —  1.2; 0.9; 0.6 thous. 
rubles) [22]. Such a comparison provides 
some information for regional authorities 
to  respond appropr iate ly  within  the 
framework of the region’s tax policy in terms 
of the feasibility of the use of benefits and 
preferences. There are also some problems 

with the establishment and application 
of property tax benefits for individuals, in 
particular, based on activities characteristic of 
a particular territory [23, 24]. This testifies to 
the emergence of the need for transformation 
in approaches to expanding the circles of 
autonomy of tax policy of the regions in 
solving issues of development of a particular 
territory, taking into account the synergistic 
effect of interaction with neighboring regions 
through various organizational forms of 
preferential taxation.

CoNClUsioN
From the set of theoretical aspects studied, it 
can be concluded that at the conceptual level 
an important condition for implementing the 
territorial approach in preferential taxation 
is the understanding of the multi-level and 
multi-purpose nature of tax incentives for the 
socio-economic development of the country. 
The range of measures to be taken should 
be diversified, including direct subsidies, 
infrastructure development, access to credit 
(long-term, stable and low-interest rate) etc., 
with emphasis on forms of spatial development 
such as clusters and cluster groups, as well as 
in the framework of SEZs, TASEDs, RIPs, SICs, 
IPPAs, since a comprehensive combination 
of tax and non-tax instruments should 
be a prerequisite for such an approach to 
stimulating territorial development.
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iNtRodUCtioN
The use of artificial intelligence is one of 
the stages in the development of the digital 
economy, the peculiarity of which is the use of 
promising technologies such as the Internet, 
big data, virtual and augmented reality 
technologies, robotics, quantum technologies 
and blockchain. AI is the ability of computer 
systems to simulate human cognitive 
functions, such as learning or problem solving. 
In our study, we will focus on modern AI 
technologies —  generative models, including 
large language models (solving common 
problems on multimodal data), application 
models (solving specific problems).

The use of artificial intelligence models 
allows you to transform the business, 
significantly increase its operational and 
economic efficiency. Business interest in using 
these technologies is confirmed by a significant 
increase in global private investment in 
artificial intelligence technologies: between 
2013 and 2022, investment in such technologies 
increased from $ 14.6 billion to $ 189 billion. 
The key leaders in this industry are U.S. and 
Chinese companies, which account for more 
than 80% of private investment [1]. According to 
the estimates of the NTI Artificial Intelligence 
Centre, Russia also shows positive dynamics 
in the development of AI: the AI market in 
2022 was estimated at 647 billion rubles 
against less than 150 billion rubles in 2013.1 
To increase investment in AI technologies and 
their penetration into business processes, it 
is necessary to understand the benefits and 
benefits they bring. According to a study by 
Rostelecom and TAdvisors, 13% of companies 
in 2019 did not use AI in their activities at 
all. The key problem for them was the lack of 
understanding of possible effects and fear of 
unprofitability of such solutions [2].

The purpose of our study is to formulate the 
advantages of using modern AI technologies 
in the financial industry.

1 Almanah “Artificial Intelligence: Index 2022”. MIPT, NTI 
Competence Centre “Artificial Intelligence”. 2023. URL: https://
aireport.ru/ai_index_russia-2022 (accessed on 11.10.2023).

To achieve the goal, the following tasks 
must be solved:

1) identify the key stages of the value chain 
in the banking industry, taking into account 
the use of financial technologies;

2) analyze existing artificial intelligence 
technologies , their  key  features  and 
applications in business processes;

3) identify key effects on the value chain 
in the banking industry with modern artificial 
intelligence technologies;

4) on specific examples from the banking 
industry to show the impact of AI models on 
the value chain.

The scientific novelty of the study is 
that a new approach to the analysis of the 
most cost-effective business areas in the 
development and implementation of artificial 
intelligence technologies has been proposed. 
The procedure for analyzing the effectiveness 
of AI implementation can be used by banking 
companies that decide on the introduction of 
artificial intelligence into business processes, 
which determines the practical significance of 
the research.

THE CONCEPT OF A VALuE CHAIN  
iN the baNKiNG iNdUstRY

The value chain methodology was developed 
by M. Porter to determine competitive 
advantages of the enterprise [3]. In the 
scientific l iterature, this concept was 
clarified for companies in the banking sector 
by E. Lamarck, T. Pushmann, A. Reiner, 
V. Smirnov and others. The key problem of 
defining a value chain is to assign processes 
to the main or supporting function. Articles 
of the early 2000s, for example, E. Lamarck 
determines that Porter’s value creation 
analysis scheme is applicable to banks, and 
marketing and sales of banking products 
are a key element of value creation. All 
other elements, such as risk management, 
technology and infrastructure in its work, 
are classified as supporting [4]. Later studies 
on the evolution of the banking industry 
determine the growing role of technology and 
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digitalization of the banking infrastructure. 
For Example, T. Pushmann and A. Reiner notes 
the change in the behavior of bank customers, 
defining them as “digital natives”, that is, 
using digital technologies on a daily basis 
[5]. The result of this transformation was the 
first place of the technological component 
of the bank’s services. It allowed banks to 
become a more customer-oriented business 
by personalizing the interface of banking 
services applications, expanding channels of 
communication with customers, customizing 
banking products.

Fig. 1 shows the value chain in the banking 
industry: a key feature here is existence of the 
bank’s digital space, which provides online 
interaction. The bank itself provides financial 
products through this channel.

Research in the 2020s focuses on the 
innovative activity of banks, which allows to 
improve the efficiency of banking processes 
and introduce innovations in the bank’s 
products and its business model. Digital 
transformation of the banking business 
is considered as a launching pad for the 
introduction of breakthrough technologies 
(disruptive technologies), such as social media, 
fintech, blockchain, artificial intelligence 
[6]. V. Smirnov highlights the technological 
content of banking activities in a supporting 
direction, noting the ambidextrality of the 
banking industry at the present stage of 
development, which means the organization 
of  a  business  model  that  implies  the 

coexistence of both gradual development and 
innovative changes [7].

Fig. 2 presents a model of value creation 
in a modern bank. It includes the main 
activities of the bank —  marketing and sales of 
banking products, efficiency of raising funds —  
funding, implementation of transactions, risk 
and liquidity management of the bank. All 
these activities are interrelated, as sales of 
banking products without risk management 
can, on the contrary, lead to a decrease in the 
company’s value. The lack of the necessary 
technological base reduces the bank’s ability 
to effectively implement the sales and risk 
management process, reduces sales margins. 
Sometimes the process and operational 
processes are combined in one function, as in 
modern banking the operational processes are 
implemented through working with customer 
data and processing them by technological 
systems [8].

The need for innovation in the banking 
industry is based on three main motives:

1) improvement of operational efficiency, 
which can be accompanied by a complete 
change in the business process or even the 
business model;

2) continued market  growth and/or 
increase in profitability, especially in cases 
where there is high competition in the market 
and requires increased attention to the client 
and his needs;

3) effective risk management, including 
optimization of decision-making processes.

 
Fig. 1. the Value Chain of Commercial banks in the Context of digital transformation
Source: Complied by the authors based on [4].
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Analysis  of  the value chain for  the 
degree and nature of the impact of artificial 
intelligence technologies on it is carried 
out on the basis of changes in the above 
parameters. Understanding which element of 
the chain is affected by AI will allow you to 
prioritize investments and introduce them 
into banking processes.

aNalYsis oF adVaNCed aRtiFiCial  
iNtelliGeNCe teChNoloGies

applied Models 
of Artificial Intelligence

This type of technology is now models that are 
used to solve cognitive problems based on the 
following technologies:

•  Machine learning. This direction is based 
on the technique of learning the model 
on data in order to form a mathematical 
relationship between the predicate and the 
predictor, expressed in the equation and 
maximizing the statistical metric. The key 
difference is the absence of algorithms with 
predefined rules.

•  Computer vision. Models of this type 
of technology work with the recognition 
or generation of data in the form of images. 
At the moment, the accuracy of image 
recognition exceeds human capabilities: the 

accuracy rate 2 is 99% for the latest Microsoft 
Cloud models against 94.9% of the correctness 
of human recognition [1].

•  Natural language processing. Models 
of this type work with the recognition and 
generation of text data. Traditionally, they 
solve the following tasks: recognition of text 
and determination of logical relationships 
between units of text, determination of the 
emotional coloring of the text, machine 
translation of text, recognition of oral speech 
and digitization of it in text form.

•  Deep learning with reinforcement. A special 
kind of models that works on the principle 
of an agent that maximizes the reward for 
correct actions and minimizes fines based 
on his own experience of interaction with 
the environment. Widely used in the work of 
industrial robots and autonomous transport.

The work of these models is already actively 
used by banks at almost all stages. Machine 
learning models are created to assess credit 
risks, forecast market conditions, calculate 
the elasticity of customer demand for banking 
products. Computer vision allows you to 
monitor the work of client managers in real 

2 Author’s note: accuracy shows the proportion of correct 
answers from all outcomes.

Fig. 2. bank Value Chain implementing supporting activities
Source: Complied by the authors based on [6].
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time, reducing operational risks. Natural 
language processing models automate 
document recognition processes, allow you 
to analyze the quality of communication 
with the bank’s customers through speech 
transcription. Deep learning can be used 
by banks in analyzing the bank’s business 
processes and ways to improve them. The 
next step in the development of deep learning 
models is generative artificial intelligence.

Generative Artificial Intelligence
This type of technology opens up great 
opportunities for application compared 
to application models, as it is able to work 
with unstructured and multimodal data —  
text, audio, video, images, program code, 
mathematical, chemical and physical formulas. 
Generative models can be adapted to work on 
all the above tasks, which makes them closer 
to general-purpose technologies, that is, to 
strong artificial intelligence [9].

The generative models are based on the 
following technologies:

1) Foundation models. Deep learning 
models  trained on a  large number of 
unstructured, unlabeled data, which can 
then be adapted to solve specific problems. 
For example, the modern generative model 
Palm2 2023 was trained for more than 3 
trillion tokens (conditional data units), and 
300 billion tokens were used to train the most 
famous GPT-3 2020 model [10]. This amount of 
data requires significant computing power.

2) Modern hardware . GPUs (graphic 
processing units) are used to speed up 
calculations. A feature of the characteristics 
of the models since 2016 has been the use of 
a huge amount of data, which significantly 
increases the need for computing power 
[11]. On the other hand, the development 
of generative models was made possible 
by increased availability and hardware 
performance: GPU performance increased by 
$ 1 between 2006 and 2021(Fig. 3).

3) Integration technologies. These are 
separate add-ins on top of the base model, 

which are aimed at narrowly adjusting the 
results of the model to a specific set of data, 
tasks and queries. The most common example 
is ethical filters, specific databases, such as 
medical reports, which allow models to obtain 
specific information for additional training.

Generative artificial intelligence technology 
has four key areas of application —  smart 
search, copilots, smart assistants and content 
generation. Table 1 presents directions and 
examples of implementation.

T h e  a b ove  ex a m p l e s  i n d i c a t e  t h e 
universality of the use of generative AI in 
business processes in various sectors of the 
economy. This means that the training of 
the basic model should not always be the 
subject of investment of the company that 
implements it in its business processes. She 
can purchase a subscription to use the basic 
model from the developer company [13]. For 
example, according to this model, the business 
of the Open AI company, which developed 
the ChatGPT, GPT-3.5, GPT-4 models, was 
organized. In this case, the buyer company 
pays per unit of data —  tokens and trains on 
internal data. This process is called “fine-
tuning” [14].

The directions of using generative AI in 
various sectors of the economy illustrate 
that the function that is transformed in the 
value chain of a commercial bank is primarily 
communication with the client. Models of 
generative artificial intelligence, especially 
language models in commercial banking, can 
be used to hyper-personalize the process of 
marketing and sales of banking products. On 
the example of the smart assistant of Bank 
of America and Gigachat by Sberbank can be 
seen that the introduction of AI in the process 
of communication with the client both in the 
form of automation (complete replacement of 
human AI) and in the form of augmentation 
(AI as an addition to human solutions) allows 
the bank to automate the communication 
process and make it more effective. On the 
one hand, the skills of existing banking 
chatbots can be significantly improved, for 
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example, “Oleg” of Tinkoff Bank and “Salute” 
and “Athena” of Sberbank, and on the other 
hand, generative AI as a tool for summarizing 
customer information allows sales managers 
to hold meetings with customers more 
effectively, offering only relevant products.

aRtiFiCial iNtelliGeNCe  
iN the baNK ValUe ChaiN

In terms of the stages of value creation, the 
AI of technologies is a separate space not 
only in the technological basis of the bank, 
but also in the process of risk management. 

 
Fig. 3. GPu Performance Between 2006 and 2021 in Terms of Out-of-System units (FLOPs)
Source: Complied by the authors based on [12].

Table 1
directions for implementing Generative Models with examples of application in Various sectors  

of the economy

direction description examples of application

Smart search

Transformation of search queries: 
instead of a set of links —  a response 
to a query aggregated from different 
sources

Bing, Google, Yandex

Copilot
A digital counterpart of an employee 
prompting or making a decision 
together with a specialist

Software development tools —  GitHub Copilot, 
VsCode, JARVIS
Copilot in medicine —  NablaCopilot, CAPTIS, Sber 
Med AI
Copilot in Fintech —  Onnix, Gigachat (Sberbank), 
Cash Copilot

Smart assistant

Digital assistant of the company’s 
client, allowing you to replace direct 
communication between the client and 
the employee

Smart assistant in banks —  Erica в Bank of 
America
Personalization of assistant recommendations in 
e-commerce —  Magento 2 Amazon Personalize

Content generation and 
analysis

Automation of content creation and its 
analysis using multimodal data

Creation of advertising and product elements —  
Nestle, Heinz, Stitch Fix, Mattel

Source: Complied by the authors.
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To achieve the results of AI transformation, 
the bank needs to invest in three integrated 
sub-processes —  the technological base for 
AI, the development of AI solutions and risk 
management of AI solutions, the result of 
which work together is a business process 
with AI in the value chain (Fig. 4). Each of 
these processes is mandatory, as the absence 
or weak development of one of them leads to 
risks for the main banking processes.

Deploying artificial intelligence capabilities 
in an organization requires a scalable, 
fault-tolerant and adaptable set of core 
technological components. Digitalization 
of the main processes and the availability 
of a data storage and processing system is a 
prerequisite for the implementation of AI 
solutions. Without a storage infrastructure, 
the calculation system for AI models does 
not make sense. In addition, it must be in 
one way or another interconnected with 
other analytical systems of the bank in order 
to access up-to-date data or, on the contrary, 
send the results of calculations to them [15]. 
This interaction is implemented using the 
API architecture. A separate element in this 
system is cybersecurity and data encryption.

The next layer is AI models and their 
development. They can be divided into groups 
by the task to be solved, or by the business 
processes in which they participate. Simply, 
they can be divided into application models 
and generative artificial intelligence.

Final ly, a l l  AI  solut ions  should  go 
through a  process  of  assess ing  their 
effectiveness, validating them for errors, 
inefficiencies, discrimination and other 
ethical violations. After the introduction 
of the AI model into the business process, 
regular monitoring is implemented in order 
to neutralize the consequences of model 
risk [16].

Banks should have a single technology 
strategy, which is closely related to the 
business strategy and determines the 
strategic choice of which elements, skill sets 
and talents the bank will hold within the 
company and which —  through partnerships 
or relationships with suppliers. In addition, 
the technology strategy should clearly 
define how each component of the AI target 
architecture will support the concept of the 
bank as an artificial intelligence-oriented 
company and interact with each element of 

 
Fig. 4. Artificial Intelligence Models in the Banking Value Chain
Source: Complied by the authors.
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the value chain. A practical way to develop 
such a strategy is to assess how the bank’s 
strategic goals (e. g. growth, profitability, 
c u s t o m e r  i n t e r a c t i o n , co s t s )  c a n  b e 
materially implemented using a number 
of artificial intelligence technologies, as 
well as to reconcile the goals of artificial 
intelligence with the strategic goals of the 
bank. Once such agreement is reached, 
b a n k  m a n a g e m e n t  s h o u l d  co n d u c t  a 
comprehensive analysis  of  the bank’s 
position at all levels of the AI creation 
process in order to identify areas that need 
key changes, additional investments and 
specialists.

ANALYSIS OF THE APPLICATION  
oF ai Models iN the ValUe ChaiN  

oF a CoMMeRCial baNK
The analysis of the concept of the value 
chain in the banking industry showed that 
the technological base allows to improve 
processes, so it is necessary to prioritize those 
developments in the field of AI that will have 
the greatest effect. According to the analytical 
report of the foreign company McKinsey 
& Company, AI technologies can increase 
profits through greater personalization 
of offers, reduce costs due to increased 
automation, reduce errors. The overall effect 
of the introduction of AI on the value of the 
company in the banking industry is estimated 
at 15% of revenue, most of which —  60% of the 
effect —  falls on marketing and sales. The rest 
of the effect falls on risk management, human 
capital and technological base [17]. At the 
same time, the effect of modern generative 
models is estimated at 3–5% of revenue and 
is more manifested in the development and 
maintenance of the bank’s technological 
solutions and customer support [18].

Based on the data of  the l ibrary of 
successful initiatives to implement AI 
Russia, we analyzed the examples presented 
there for economic effects and classified 
their impact on one of the four elements 
of the value chain —  marketing and sales, 

customer support, operational processing 
and risk management.3 In total, 35 successful 
implementation cases were presented in 
the “Finance, Credit, Insurance” industry 
section, of which 7 initiatives were aimed 
at transforming processes in marketing 
and sales, 10 —  at developing customer 
support, 11 —  at operational processes, 7 —  
at risk management processes. The data 
were presented by twelve companies in the 
financial sector of Russia —  Sberbank, VTB, 
Gazprombank, Alfabank, Otkritie, Pochta 
Bank and others. The conclusions and 
evaluation of economic results were based 
on the effects stated on the web page of 
each initiative. Let’s consider examples of 
the use of AI at each stage of the value chain 
and assess the potential contribution to the 
efficiency of the bank.

1. Marketing and sales .  The main 
m o d e l s  a r e  a i m e d  a t  p e r s o n a l i z i n g 
communications in  order  to  increase 
customer involvement and increase the 
likelihood of the transaction. The analysis of 
initiatives showed that the introduction of AI 
in the personalization of sales of a particular 
product or segment allows to increase 
revenue for specific products by 10–25%, and 
more global models aimed at several client 
segments and a group of products by 4%. At 
the same time, a number of models allow you 
to optimize marketing processes and affect 
the bank’s costs.

Let’s study at a few private examples.
At the end of 2021, Sberbank developed 

an individual communication policy (ICP) 
based on machine learning models. The 
essence of the model is that with the help 
of machine learning technologies, the ICP 
determines what product the client needs, 
in which communication channel it is more 
convenient for the client to get an offer, at 
what time to send communication, so that the 
client does not miss it, what frequency and 

3 AI Russia —  a library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).
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frequency of communication is most effective 
in interacting with the client. As a result 
of the implementation, the bank recorded 
an increase in revenue by 4%, as well as an 
increase in customer satisfaction on the CSI 
indicator 4 to 7%.5

Another example is the model of finding an 
interested audience for targeting Alfa Bank. 
In this model, the main task is to determine 
the audience for promoting a new credit card 
using the tools of the Second Party Data 
Exchange (SPDE) platform. As a result of 
the implementation of the model, there was 
an increase in conversion to a transaction 
from 0.3% to 8% and the cost of attraction 
decreased by 36 times.6

Combining a group of models allows you 
to transform the sales process altogether, 
making it  fully automated. This sales 
experience was demonstrated by Sberbank: 
after the introduction of the K7M intellectual 
system “Credit in 7 minutes” it was possible 
to reduce the loan issuance time to 7 minutes. 
The essence of the model is to automate the 

4 Author’s note: CSI (customer satisfaction index) shows 
the level of customer satisfaction with the bank’s service or 
product.
5 AI Russia —  a Library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).
6 AI Russia —  a Library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).

legal processes of document verification and 
assessment of the borrower’s creditworthiness.

The impact on the value of the bank is 
presented in Table 2.

In addition to the financial effect of the 
company, AI models have an image and social 
effect, reducing the volume of irrelevant 
offers that affect the customer experience 
and perception of the company by the 
client. Thus, AI allows commercial banks to 
hyperpersonalize the offers of banking products.

2. Customer support and communi
cations. At this stage, the model’s value chain 
is focused on increasing customer satisfaction 
while maintaining or reducing support costs. 
Analysis of 10 cases of AI implementation 
showed that the average savings on customer 
contact processes are 30% of the total cost of 
the process and range from 200 to 1 billion 
per year. However, the financial effect does 
not fully reflect the essence of the economic 
effect of AI. In addition to reducing costs, 
banks increase customer satisfaction, which 
affects their willingness to purchase bank 
services. The lack of a unified methodology 
for assessing customer satisfaction and the 
calculation of the financial effect of its growth 
does not allow to unambiguously assess the 
contribution to the revenue of banks. Point 
estimates show that an increase in customer 

Table 2
Economic Effects and Influence on the Type of Competition from Marketing and Sales Models

Case study ai economic effect Competitive impact

Individual Communication 
Policy (ICP)

Revenue growth by 4%
Increasing the clients lifespan due to an 
increase in satisfaction by 7%

Product competition

Search for an interested 
audience for targeting

Increase in sales conversion from 0.3% to 8%
Reduction of attraction costs by 36 times

Product competition
Cost competition

К7М Sales growth
Product competition
Cost competition

Source: Complied by the authors based on AI Russia —  the library of effective AI solutions. URL: https://ai-russia.ru/ (accessed on 

15.09.2023).
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loyalty (NPS) 7 by 8% leads to an increase in 
revenue by 10%.

Let’s study at a few private examples.
In 2023, PJSC Bank “Financial Corporation 

Otkritie” created the service “Advisor for Small 
and Medium-Sized Businesses” with smart 
recommendations, alerts and tips for the 
bank’s customers. For example, the client will 
be prompted by a more favorable tariff, a quick 
solution to the issue, pay attention to important 
events at counterparties, the risk of blocking, 
cash gap and much more. The declared effect of 
the implementation is as follows: an increase 
in revenue per 1 client by 10–12%, a reduction 
in outflow by 38–43%, an increase in customer 
loyalty according to the NPS metric by 8–10%.8

The 2021 initiative in Sberbank called 
“Anticipating the wishes  of  Sberbank 
customers” is a predictive analytics tool to 
identify the bank’s client’s problems before 

7 Author’s note: NPS (Net Promoter Score) is an index of 
customer commitment to a product or company. NPS shows 
how ready the client is to recommend the company’s services 
and products to his environment.
8 AI Russia —  a Library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).

contacting the support line. The model 
analyzes the data of the client’s digital traces 
in real time and sends a hint through one of 
the communication channels on how to solve 
the problem facing him. The effect of the 
initiative is to save the costs of the contact 
center up to 1 billion rubles per year.

A similar service was developed by VTB 
Bank in 2021, it focused on the needs of 
medium and small businesses. Its essence was 
to create a self-learning search string based 
on NLP technologies in order to provide a 
relevant answer. The business effect of the 
initiative was to reduce the number of contact 
center calls by 32%.9

A separate area is the work of voice robots 
in customer support. Tinkoff Bank automated 
the call center using deep learning models. 
The robot was named Oleg. It allows the bank 
to save 33 million rubles per month.10

The impact on the value of the bank is 
presented in Table 3:

9 AI Russia —  a Library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).
10 AI Russia —  a Library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).

Table 3
Economic Effects and Influence on the Type of Competition from Customer Support and 

Communications Models

Case study ai economic effect Competitive impact

Advisor for small and medium-
sized businesses

Increasing the client’s lifespan by increasing 
loyalty by 8–10%
Revenue growth per 1 client by 10–12%

Product competition

Intellectual customer support 
service VTB Business

Increasing the client’s lifespan
Reducing costs by reducing the volume of 
appeals by 33%

Product competition
Cost competition

Anticipating the wishes of Sber’s 
customers

Cost reduction by 1 billion rubles per year
Product competition
Cost competition

Voice robot Oleg for 
communication with customers

Cost reduction by 33 million rubles per month Cost competition

Source: Complied by the authors based on AI Russia —  the library of effective AI solutions. URL: https://ai-russia.ru/ (accessed on 

15.09.2023).
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3. Operational processing. Improvements 
in this type of banking involve the automation 
of processes related to the implementation 
or support of banking products. All analyzed 
initiatives using AI are aimed at reducing costs. 
The most common process is the automation 
of decision-making on loan applications, 
recognition of client documents. The effect of 
such initiatives ranges from 20 million rubles 
per year to 300 million rubles per year and in 
general can be estimated at 10–20% of the total 
costs of the process. A number of initiatives are 

also aimed at improving the operation of ATMs. 
Sberbank annually saves from 700 million 
rubles per year as a result of the introduction 
of AI in this process. When assessing the ATM 
network of Sberbank at 45 thousand devices 
for 2022, the savings for 1 device are about 
15 million rubles per year, which can be used 
as a predictable effect for banks that plan to 
introduce AI into this process.

Let’s study at a few private examples.
In 2020, Sberbank developed a decision-

making system for the collection of Patriot. 

Table 4
Economic Effects and Influence Transaction of Processing Models on the Type of Competition

Case study ai economic effect Competitive impact

Patriot
Cost reduction by 675 million 
rubles per year

Cost competition

Online settlement of failed operations 
at Sberbank ATMs

Cost reduction by 36 million rubles 
per year.
Increasing the client’s lifespan

Cost competition

Accelerating the processing of 
mortgage applications

Cost reduction by 24 million rubles 
per year

Cost competition

Source: Complied by the authors based on AI Russia —  the library of effective AI solutions. URL: https://ai-russia.ru/ (accessed on 

15.09.2023).

Table 5
Economic Effects and Influence on the Type of Competition from Risk Management Models

Case study ai economic effect Competitive impact

Fraud monitoring: countering fraud
Reduction of expected losses by reducing 
the volume of fraudulent transactions by 
7 billion rubles per year

Product competition

Anti-fraud facial recognition system
Reduction of expected losses by reducing 
the volume of fraudulent transactions by 
2 billion rubles per year

Product competition

Model risk management Reduction of process costs by 50% Cost competition

Source: Complied by the authors based on AI Russia —  the library of effective AI solutions. URL: https://ai-russia.ru/ (accessed on 

15.09.2023).
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The essence of his work is to predict the 
necessary amounts of cash in ATMs and bank 
offices. Initially, decisions on amounts were 
made on the basis of offline data manually, 
the model made it possible to predict the 
financial load of each point and more 
accurately form the volume of collection. 
The declared effect of the implementation 
is the savings of 649 million rubles on the 
remuneration fund of specialists engaged 
in forecasting and collection, as well as 35 
million rubles of savings on the use of third-
party software.11

Similarly, in 2021, Sberbank implemented 
a model of online settlement of failed 
operations at ATMs. In this case, the AI model 
conducts multiphase checks on the client’s 
financial profile to assess the likelihood 
of a failed operation. As a result of the 
introduction, the bank saved 3 million rubles 
per month on the wage fund.

Another  example  of  automation of 
operational processes was implemented in the 
online service “Domclick” of Sberbank. The 
image data recognition model made it possible 
to automate the process of transferring client 
data to the system for credit analysis. The 
effect of using this initiative is 2 million rubles 
per month.12

The impact on the value of the bank is 
presented in Table 4.

Risk management. This type of activity 
has quite a lot of applications, but the key 
are compliance with regulatory requirements, 
combating fraud, as well as controlling the 
risks of the borrower’s default on loans. The 
analysis showed that the main financial effect 
of such initiatives is to reduce the operating 
costs and losses of the bank as a result of 
fraud. In the direction of combating fraud, the 
impact assessment is 2–7 billion rubles per 
year. Reducing operating costs is 25% of the 
cost of the risk control process.

11 AI Russia —  a Library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).
12 AI Russia —  a library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).

Let’s study at a few private examples.
To improve the security of real-time 

customer transactions, Sberbank in 2019 
introduced the AI model “Fraud Monitoring: 
Countering Fraud”, which analyzes card 
transactions and determine the probability 
that the transaction is fraudulent. The system 
itself is a cascade of online and offline models 
that produce cluster analysis, graph analysis, 
clustering and classification. The effect of the 
implementation of the initiative is to reduce 
the volume of fraudulent transactions by 
7 billion rubles per year.13

In Pochta Bank JSC, the fight against 
fraudsters is carried out with the help of 
a face recognition system based on the 
VisionLabs biometric system. In the process 
of use, the model recognizes whether the 
client issuing the loan is a fraudster under 
someone else’s name. As a result, the bank 
potentially prevented 2 billion fraudulent 
credit transactions.14

T h e  a r t i f i c i a l  i n t e l l i g e n ce  m o d e l s 
themselves also need to be monitored, a 
decrease in the predictive capabilities of the 
model leads to a decrease in customer service. 
In 2019, Sberbank introduced a model risk 
management system, which made it possible 
to refine models in a timely manner, whose 
predictive capabilities became lower than 
required. The direct effect of this initiative 
is to reduce the cost of the model validation 
process by 50%.15

The impact on the value of the bank is 
presented in Table 5.

CoNClUsioN
The methodology of value chain analysis 
in banking is a universal tool for assessing 
business competitiveness. Due to the 
development of technology and the change in 

13 AI Russia —  a Library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).
14 AI Russia —  a Library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).
15 AI Russia —  a Library of effective AI-based solutions. URL: 
https://ai-russia.ru/ (accessed on 15.09.2023).
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the transformation of the business model, its 
main components are changing, despite the 
preservation of the key element of the chain —  
the banking product. The study demonstrated 
several approaches to determining the value 
chain in the bank, as well as the important 
role of the technological base and innovation. 
We have determined that innovation allows 
the bank to gain a competitive advantage at a 
certain stage of the value chain.

Modern technological trends in the banking 
industry are determined by the possibility of 
introducing artificial intelligence models. 
They can be divided into two types: applied 
models of artificial intelligence and generative 
models. The latter differ in that they can not 
only work with these of several modalities, 
but also solve several tasks without additional 
training. The potential of such models is still 
being tested by business, but already now it 
is possible to identify areas of use —  smart 

search, copilots, smart assistants, content 
generation.

Special attention is paid to the place of 
the process of development, implementation 
and operation of AI in the value chain. We 
have determined that the AI model permeates 
several auxiliary components of the chain —  
the technological base, risk management and 
human capital.

To test the theoretical conclusions, we 
considered examples of practical use of 
modern models of artificial intelligence 
by Russian banks. Analysis of experience 
has shown that AI models really affect the 
efficiency of processes in each type of the 
bank’s core business: they help to improve 
sales, customer support and interaction with 
the banking institution, reduce the costs of 
operational processing, and neutralize the 
potential risks borne by the bank as a credit 
institution.
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iNtRodUCtioN
The development of the Russian economy 
largely depends on the stock market, which 
plays an important role in the redistribution 
of financial resources. The economic situation 
in the Russian Federation contributes to 
an increase in investment volumes in the 
securities of Russian enterprises. Economic 
progress is closely related to the results of 
investment activity. Attracting investors is 
one of the key issues related to the Russian 
stock market. Investing in shares of Russian 
companies carries a high risk of losing 
investment.

The main function of the financial market 
is associated with the transformation of risks. 
The market mechanism analyzes many types of 
risks and forms the so-called risk premium. It is 
important to note that even under conditions 

of market equilibrium, when all risks are fairly 
assessed, securities will not be equally attractive 
to all investors. Factors influencing investor 
preferences include their financial condition, 
individual attitude to risk, composition of 
assets and liabilities, current market conditions 
and much more. It is important to note that 
attempts to completely avoid risk result in a 
portfolio return approaching the risk-free rate, 
which may not be in the interest of the investor. 
Identifying the specific types of risk, that need 
to be addressed allows for a controlled increase 
in portfolio performance.

To achieve positive results in investment 
activities, investors form portfolios of securities 
that reduce the risk of losses and maximize 
profits [1–3]. To reduce the risks associated with 
managing investment portfolios, various equity 
portfolio management strategies are used. One 
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approach to making such investment decisions 
is to determine the investor’s risk profile. The 
risk profile of an investor determines the level of 
a person’s willingness to take the risk associated 
with the loss of an investment. Each investor 
has a different attitude to market volatility or 
risk, and this attitude depends, for example, 
on factors such as available funds, age, etc. 
Risk profiling allows both the investor and the 
financial advisor to create a portfolio of financial 
instruments that corresponds to the risk 
investor profile [4]. The investor’s trustee can 
take proactive or reactive measures to minimize 
and, in certain cases, even prevent potential 
losses after the risk profile is determined.

The investor’s risk profile is divided into 
three types: conservative (low risk propensity), 
moderate (moderate risk propensity), and 
aggressive (the greatest willingness to 
withstand market volatility) [5, 6]. In normal 
practice, testing is carried out to determine the 
risk profile [7, 8]. A selection of different data 
collection instruments was used in [9]: several 
structured online questionnaires, designed 
to provide an understanding of risk profiles 
and personalities, and a software package 
for simulating investments, used to track 
investors decisions when managing a portfolio. 
The article [10] proposes the experimental 
method, with the application of structured 
questionnaires, and computer simulation of 
investments with Expecon software utilizing 
data on real financial instruments that are 
available on the market. The articles [11–13] 
are devoted to the development of platforms for 
robotic consultants for risk analysis and investor 
profiling. An empirical method for studying 
investor risk tolerance is discussed in [14].

This paper proposes to determine the 
investor’s risk profile using quantitative 
methods, i. e., the problem of finding the 
optimal portfolio is solved, taking into account 
the individual attitude of the investor to risk, 
expressed as a risk coefficient. Thus, the main 
role of the manager is to determine the goals, 
restrictions, the choice of appropriate types of 
securities, the selection of acceptable returns 

and risks, as well as the formulation of the 
optimization problem.

A portfolio manager must deal with 
multicriteria tasks and the problem of lack 
of information when choosing methods for 
assessing future results. The choice of an 
approach to multicriteria, uncertainty and 
risk leads to a formulated mathematical 
programming problem that can be solved using 
available optimization methods [15–19], and 
using machine-learning methods [20]. When 
choosing a portfolio, an investor is primarily 
interested in the expected return and the 
risk of loss. Really, the investor is interested 
in profitability, but one cannot determine it. 
Therefore, when optimizing a portfolio, this 
uncertainty is formalized by averaging real 
return values for the previous period and 
introducing a risk assessment as a deviation 
from the average. Accordingly, in this paper, 
the accounting for these two indicators is 
formalized in the form of two optimization 
problems. In the first problem, the linear 
convolution of the mathematical expectation 
and the return variance is maximized. In the 
second problem, the variance is minimized, and 
the mathematical expectation of the return 
must be equal to the given value. Conditions 
on the parameters under which the solutions 
of these problems exist and coincide are given.

To implement this analytical approach, a 
software package was developed using the 
Python programming language version 3.8.5 
and the Google Colaboratory environment. It 
was tested on a practical example with real data 
from the Russian stock market.

theoRetiCal basis  
oF the Method

The models under consideration are based on 
the assumption that there is a set of assets, 
w h i c h  i s  d e s c r i b e d  b y  t h e  v e c t o r 

( )1, , , ,i nr r r r= … … , where ir  —  the expected 
return of the i -th financial instrument, and 
the covariance matrix ( )ij n n

V
×

= σ .
The investor’s strategy consists in the 

distribution of funds between assets and is 
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described by the vector ( )1, , , ,i nx x x x= … … , 
where ix  —  share of funds invested in the i -th 
financial instrument.

The formulation of the first problem of 
determining the optimal portfolio:

                ( )max ,��� 1,
x

rx xVx xe − α =    (1)

where α  > 0 —  weighting factor that determines 
the investor’s attitude to risk (risk coefficient), e  
= (1, …, 1).

The optimal composition of the portfolio *x  
and the corresponding value of the Lagrange 
multiplier *λ  are found from the system of linear 
algebraic equations:

           * * *2 ,� 1.r Vx e x e− α = λ =   (2)

Assume that the covariance matrix V  is 
nondegenerate and introduce the notation for 

scalar quantities 1�a eV e−= , 1b rV e−= , 1c rV r−=  

and vectors 1h V e−=  and 1g V r−= . Solving 
system (2), we obtain the composition of the 
optimal portfolio

                    ( )* 1

2

h b
x g h

a a
 α = + −   α .  (3)

The formulation of the second problem of 
determining the optimal portfolio:

                  min ,��� ,�� 1,p
x

xVx rx r xe= =   (4)

where pr   —  the expected return of the 
portfolio, given by the investor.

Optimal portfolio composition *x  and the 
corresponding values of the Lagrange 
multipliers *

1λ  and *
2λ  are found from the system 

of linear algebraic equations:

          * * * * *
1 22 ,��� ,� 1pVx r e rx r x e= λ + λ = = .  (5)

Find *�� �x from the first vector equation of the 
system (5):

                           ( )* * *
1 2

1

2
x g h= λ + λ .  (6)

Substituting (6) into the second and third 
equations of system (5), we obtain a system for 
finding *

1λ  and *
2λ . It is shown that if all ir  are 

distinct, then 2 0ca b− > . Then we have the 
values of the Lagrange multipliers

 
( ) ( )* *

1 22 2

2 2
, �

p par b c br

ca b ca b

− −
λ = λ =

− − .

It is proved that problem (4) has a solution 
if the following conditions are satisfied

      

2 2

max , 1,� min , 1
p p

b b b b

ar ac ar ac

      < >   
      .  (7)

If the risk coefficient ( )
2

0
2 p

ca b

ar b

−α = >
−

, then  
 
the solutions of problems (1) and (4) coincide.

To classify the investor’s risk profile according 
to the type of conservative, moderate, aggressive 
it is convenient to map range values [0, ∝ ) of 
the coefficient α into the segment [0, 1] using 
the function

                               ( ) 1
1 .

1
β α = −

+ α  (8)

Let’s connect the investor’s risk profile with 
the value of the coefficient β, namely,

•  aggressive, if β∈[0,0.25],
•  moderate, if β∈(0.25,0.75],
•  conservative, if β∈(0.75,1].
Note that this classification of the risk 

profile does not exclude the possibility of its 
adjustment by financial consultants.

TOOLS FOR IMPLEMENTING  
THE PROPOSED METHOD

The developed software package selects 
the period and the initial list of shares, 
data processing, entering the defining 
parameters and checking the conditions, 
calculating the risk profile of the investor 
and the composition of the optimal portfolio 
(the programs were written with the 
participation of a student at the Financial 
University A. V. Karasev).
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For the specific implementation of the 
practical part, stock quotes of ten companies 
of the Russian stock market were selected:

•  AFK Sistema (AFKS)
•  Gazprom (GAZP)
•  Lukoil (LKOH)
•  NLMK (NLMK)
•  NOVATEK (NVTK)
•  Pole (PLZL)
•  Rosneft (ROSN)
•  Sberbank (SBER)
•  VTB (VTBR)
•  Severstal (CHMF)
As the data under consideration, we will take 

the daily closing prices of the corresponding 
shares for the period from 2008 to 2022, 
inclusive. The choice of this period is determined 
by the completeness of data on closing prices 
for the selected shares.

Export of quotes of company shares was made 
from the site “Investing.com”.1 On the main page 
of “Investing.com” in the “Quotes” tab, select 

“Shares”, “Russia”, then select the type of shares, 
for example, shares of VTB (VTBR). Then you need 
to open the tabs “Overview”, “Past data” and select 

“Time period” —  “Day”. Set the upload boundaries 

1 Investing.com. URL: https://ru.investing.com/equities/russia 
(accessed on 05.02.2023).

from “01/01/2008” to “12/31/2022” and sort the 
data in ascending order for the convenience of 
further manipulations, click on “Download data”.

A unified data frame profit_df containing the 
date and returns for the specified date for the 
corresponding tickers is shown in Fig. 1.

Further, the possibility of limiting the 
considered period is implemented by entering the 
start and end dates from the keyboard, as well as 
selecting certain securities from the specified list.

Then, in the “Select stocks” block, we will 
enter the tickers of the stocks we are interested 
in, from which we want to make an investment 
portfolio.

A program has been developed that calculates 
the vector of mathematical expectations of 
returns mean_vec and the covariance matrix 
of returns cov_matrix for selected stocks for a 
limited period (Fig. 2).

For the selected set of stocks, we find the 
vector of mathematical expectations of returns 
and the covariance matrix (Fig. 3).

We use the inverse covariance matrix for 
calculations (Fig. 4).

Fig. 5 shows the fragment program for 
calculating mathematical expressions from 
conditions (7).

Fig. 6 shows a program that allows, at 
a given level of profitability, to check the 

 

Fig. 1. Content of Dataframe Profit_DF
Source: Compiled by the author.
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conditions that ensure the equivalence of 
problems (1) and (4). We introduce the required 
value of the mathematical expectation of the 
daily return of the portfolio rp and check the 
conditions (7).

For a given level of return rp = 0.0005 got the 
value of the risk coefficient α = 5.4799.

The program for calculating optimal 
portfolios uses formulas (3) and (6), as well as 
numerical optimization methods of the CVXPY 

 

Fig. 2. Formation of Mathematical expectations of stock Returns and Covariance Matrix
Source: Compiled by the author.

Fig. 3. Calculation of Mathematical expectations of stock Returns and Covariance Matrix
Source: Author calculations.

Fig. 4. Calculation inverse Covariance Matrix
Source: Author calculations.

Fig. 5. Matrix operations
Source: Author calculations.

 

 

 

FiNaNCial RisKs



FINANCE: THEORY AND PRACTICE   Vol. 28,  No. 4’2024  FINANCETP.FA.Ru 141

library. Fig. 7 shows the result of calculating 
the optimal portfolios for the selected set of 
financial instruments.

As can be seen from Fig. 5, in this example, 
there is a negative value of one of the components 
of the portfolio composition vector. A negative 
value of the share, as you know, means a short 
sale. If it is required to build a portfolio without 
short sales, then the process of finding a solution 
in problems (1), (4) is reduced to enumeration 
of square submatrices of the original covariance 
matrix. When using tools, one can build a portfolio 
without short sales, for example, by adding a non-
negativity condition on the variables and using 
a numerical method for convex programming 
problems (1), (4).

For the found value 5.4799α = , we get the value 
0.8457β =  by formula (8). This means that, in 

accordance with the above classification, the 
constructed portfolio is suitable for a 
conservative investor.

CoNClUsioN
Thus, the investor’s risk profile, which is 
a certain characteristic of the investor’s 
behavior in the stock market, helps the trustee 
to choose the right investment strategy. At the 
same time, for each type of investor, the return 
on his portfolio is related to, for example, the 
inflation rate or the rate on deposits.

The purpose of a conservative investor is 
to protect against inflation and preserve his 
capital. It is reasonable for him to get paid for 
investing 70% of the money at the rate of return 
on deposits or the rate at which inflation is 
indicated.

The moderate investor is focused on stable 
accumulation. He only invests 50% in bonds 
and the rest in stocks. The return on investment 
should be well above the rate of inflation.

An aggressive investor is prepared to accept 
chances in order to generate high profits. He tries 
to maximize return on investment by investing 

Fig. 6. Checking conditions and calculating the risk profile for a given level of return
Source: Author calculations.

Fig. 7. Finding optimal portfolios
Source: Author calculations.
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about 80% of the assets in highly volatile financial 
instruments.

If, when making decisions on choosing the best 
portfolio, convolution of sum-type criteria with 
a risk coefficient for dispersion is used, then the 
problem of setting the risk coefficient (investor’s 
risk profile) arises. In this paper, a mathematical 
approach to solving such a problem is developed.

The procedure for determining the 
relationship between the coefficient α and 
the expected level of return can help financial 

advisers in making informed decisions on 
compiling investment portfolios for clients with 
different risk profiles.

The technical implementation of the 
proposed method makes it possible to automate 
the process of determining the investor’s 
risk profile. The use of the Python 3.8.5 
programming language and the user-friendly 
Google Colaboratory environment, which 
does not require the installation of additional 
software, allow multiple users to work together.
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iNtRodUCtioN
“Black clouds are gathering over the global 

f inancial system. Many analysts fear that 
regulators will soon discover that they not only 
have no control, but also no understanding of the 
non-banking financial sector.” 1

Even before the global crisis (2007–
2009), experts noted that part of financial 
intermediation “migrates” from traditional 
banks to other financial organizations. But a 
systematic study of the scale and activities of 

“shadow banking” 2 [1, p. 2], as well as existing 
relationships with national banking systems 
began later —  after the establishment of the 
Financial Stability Board in 2009 (further —  
FSB). FSB was given broad powers: to develop 
the general concept of “shadow banking”, to 
collect information and analyze statistical 
data characterizing the evolution of market 
dynamics of the sector, to develop general 
recommendations for the regulation and 
supervision of organizations and institutions 
belonging to this segment of the financial 
sector. In its activities, the FSB pays special 
attention to monitoring the risks arising from 
the activities of shadow banking institutions 
and organizations for national financial 
systems, including threats to the development 
of a systemic crisis.

The functioning of non-bank financial 
intermediation institutions can involve a 
variety of risks that can become systemic. 
The complexity of the sector, its close ties 
with the traditional banking system, which 
are not always possible to clearly trace, have 
made it difficult and make it difficult to 
accurately assess the market volume and 
the possible risks generated by non-bank 
financial intermediation. At the same time, 
most national regulators currently do not have 

1 The dangerous growth of shadow banking. World Finance. 
17.01.2023. URL: https://www.worldfinance.com/special-
reports/the-dangerous-spread-of-shadow-banking (accessed 
on 11.05.2023).
2 We considered that the term “shadow banking” was proposed 
by Paul McCulley at an economic symposium in Jackson Hall, 
organized by the Federal Reserve of Kansas in 2007, he defined 
“shadow banking” as “full alphabetic” of financial institutions.

accurate estimates of the extent of non-bank 
financial intermediation and its links with the 
traditional banking system and the real sector 
of the economy.

As shown by the incomplete data published 
by the FSB in the relevant reviews (data on 
non-bank financial intermediation, the FSB 
receives only from 29 jurisdictions), since the 
global financial crisis, the scale of the non-
banking financial sector has increased many 
times: at the beginning of 2022, it accounted 
for about half of global financial assets (see 
below for more details). At the same time, 
there was a process of entering the market of 
new types of financial intermediaries and the 
complexity of their network relationships both 
within the sector and with traditional banks. 
In Russia, these trends can also be traced.

NoN-baNK FiNaNCial 
INTERMEDIATION: CONCEPT 
AND OVERVIEW OF SOuRCES

In the Russian scientific literature, a limited 
number of publications are devoted to the 
problems of shadow banking. In particular, in 
the article by V. M. Usoskin (2016) considers 
the development of this segment of the 
financial market in the U.S. and the EU, as well 
as the peculiarities of its legal regulation [2]. 
Similar issues are devoted to the publication of 
N. N. Rubtsova [3]. In the article V. M. Usoskin 
(2019) considered the influence of the Basel 
Standards on the activities of traditional 
banks and non-banking intermediaries, and 
the author concludes that: “the financial 
instability of shadow structures, the lack of 
channels for their support from official bodies 
and the potential danger of “contamination” 
of traditional banking institutions in the 
event of financial cataclysms still pose a 
real threat to economic stability” [4, p. 78]. 
Similar problems are addressed in paper by 
A. V. Ramazanov [5].

At the same time, the development of the 
non-banking sector, according to a number 
of researchers, contributes to the availability 
of credit and financial services for economic 

V. V. Kuznetsova, O. I. Larina



FINANCE: THEORY AND PRACTICE   Vol. 28,  No. 4’2024  FINANCETP.FA.Ru  146

entities, and thus supports economic growth. 
Thus, a study by specialists of the Bank of 
England shows on the basis of data on the U.S. 
that with the tightening of monetary policy, 
non-bank financial intermediaries increased 
the supply of syndicated loans to non-
American corporations compared to banks [6, 
p. 2]. Non-bank financing organizations also 
play an important role in the government and 
corporate bond markets, which can contribute 
to greater stability in the budgetary sphere.

At the initial stage, FSB experts used the 
concept of “shadow banking” when organizing 
work on monitoring and analyzing the 
evolution of the dynamics of financial services 
outside the scope of traditional banks. But, 
as reviews of scientific publications showed, 
different meanings were put into this concept 
in different studies. B. Bernanke, as head 
of the Federal Reserve System, noted that 

“shadow banking consists of a set of different 
institutions and markets that together 
perform the functions of traditional banking, 
but they are outside or only indirectly 
related to the traditional system of regulated 
depositary institutions”.3 Other specialists 
put a narrower meaning in this concept, for 
example, the institutional approach to the 
definition of shadow banking was presented 
in the publication 2013: “shadow banking 
activity consists in the transformation of 
credit, urgency and liquidity without direct 
and indirect access to public sources of 
liquidity or credit support” [7, p. 1].

Despite significant differences in the 
understanding of what shadow banking 
is, until 2019 the FSB used this concept, 
collecting and analyzing data on market 
development, based on the legal status of 
financial institutions and organizations. 
Since 2019, FSB experts  have instead 
introduced the concept of “non-bank financial 
intermediation” (further —  NBFI), which 

3 Speech by B. Bernanke at the Conference of European 
Central Banks, Frankfurt, Germany, 19 November 2010. 
URL: https://www.federalreserve.gov/newsevents/speech/
bernanke20131108a.htm (accessed on 13.05.2023).

unites all legal organizations outside the 
regulated banking system that provide various 
financial services. FSB experts noted [8] that 
financial intermediation of such institutions is 
distinguished by four key features:

•  transformation of urgency (for example, 
attracting short-term funds to invest in long-
term assets);

•  liquidity transformation (for example, the 
use of such cash liabilities to buy non-tradable 
assets such as loans);

•  leverage (for example, the use of debt 
financing mechanisms for the purchase/
investment of fixed assets);

•  transfer of credit risk (for example, 
acceptance of the borrower’s default risk and 
its transfer from the loan organizer to a third 
party).

At the same time, the FSB began to 
classify NBFI organizations according to 
the functional criterion (economic function 
performed by the organization) into 6 
segments (see Table 1), and began to use three 
indicators to measure the scale of the FSB 
sector:

•  broad indicator includes all financial 
institutions, including such as insurance 
corporations, pension funds, securities 
market professionals and financial support 
organizations (all financial institutions, except 
for political and commercial banks). According 
to this indicator, the scale of non-bank 
financial intermediation for 2021 amounted 
to $ 239.3 trillion, or about half of global 
financial assets;

•  intermediate indicator includes a part of 
the NBFI sector, which includes money market 
funds, hedge funds, other investment funds, 
central counterparties, brokers/dealers. Their 
assets amounted in 2021to $ 152 trillion;

•  narrow indicator includes non-bank 
financial organizations, which regulatory 
authorities assess as intermediary institutions 
capable of posing risks to financial stability, 
such as banking ones (for example, trusts, 
special legal entities and others), which 
accounted for $ 67.8 trillion (see Table 1).
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Currently, the largest share of the narrow 
NBFI indicator (20.5 trillion dollars, or 30.3%) 
is in the U.S., in second place —  8 jurisdictions 
of the euro area (15.7 trillion dollars, or 
23.2%), and in third place —  China (11.4 
trillion dollars, or 16.8%). The U. S. share in 
the narrow indicator of the NBFI decreased 
in 2008–2016, and subsequently remained 
at a relatively stable level. A similar figure of 
China decreased in 2016–2020, but began to 
grow again from 2021. In general, in 16 of the 
29 jurisdictions for which the FSB collects data, 
the annual growth rate of the NBFI in 2021 
outperformed their 5-year average.4

According to experts, Russian banks are 
not slightly exposed to risks from institutions 
classified as the NBFI,5 since the financial 
sector of Russia is dominated by traditional 
banks in terms of assets. But in recent years, 
the number of various non-credit financial 
institutions has begun to grow in the Russian 
financial market. In 2022 alone, the number 
of such NBFIs as operators of investment 
platforms increased by 14 units; operators of 
information systems issuing digital financial 
assets by 3 units; collective investment market 
organizations by 10 units; mutual investment 
funds by 198 units; management companies of 
specialized companies by 16 units (see Table 2).

The growing number and diversity of NBFI 
organizations represented in the Russian 
financial market shows that the problem 
of improving prudential regulation [see, for 
example, 9] and careful monitoring of the 
dynamics of development of the NBFI sector 
is also relevant for our country. The Bank 
of Russia, as well as individual specialists, 
conducts regular monitoring and analytical 
analysis of the situation in the NBFI sector.

4 Global Monitoring Report on Non-Bank Financial 
Intermediation, 2022. FSB, 2022, Dec. p. 37 (89 p.). URL: 
https://www.fsb.org/2022/12/global-monitoring-report-
on-non-bank-financial-intermediation-2022/ (accessed on 
11.05.2023).
5 Global Monitoring Report on Non-Bank Financial 
Intermediation, 2021. FSB, 2021, Dec. р. 19 (75 р.). URL: 
https://www.fsb.org/2021/12/global-monitoring-report-
on-non-bank-financial-intermediation-2021/ (accessed on 
11.05.2023).

sYsteMiC RisKs aRisiNG  
FRoM the NbFi

As noted above, after the global financial 
crisis, the scale of the NBFI has almost 
doubled (see Fig.). Moreover, the tightening 
of prudential requirements for traditional 
banks or individual organizations of the NBFI 
(for example, insurance) has stimulated and 
stimulates the entry of new intermediaries 
into the market and the accelerated growth of 
the sector as a whole.

Many NBFI institutions provide services 
similar to traditional banks: they convert 
savings into loans, participate in the 
transformation of urgency and liquidity, and 
they also play a significant role in the short- 
and long-term funding markets. But if all 
such operations can be concentrated in one 
traditional bank, in the non-bank financing 
sector they are usually carried out by different 
institutions. Nevertheless, they all have 
risks that are the same or similar to those of 
traditional banks. But the NBFI institutions 
are not always subject to the same level of 
regulatory requirements or close supervision 
as traditional banks [10].

The complexity of the NBFI sector, the 
network effects and the relationship of 
non-bank intermediaries with traditional 
banks make it extremely difficult to analyze 
the sources of systemic risk formation. At 
the same time, the network relationships 
formed between traditional banks and NBFI 
organizations differ from country to country: 
their configuration in the U.S. is different, 
for example, from the Chinese one [11]. The 
relative “closeness” of the sector, the lack 
of unambiguous reporting criteria and 
methods for calculating indicators allows 
NBFI participants to manipulate financial 
and statistical reporting data, combining off-
balance sheet assets and liabilities [12].

Key features of the NBFI (primarily the 
transformation of urgency and liquidity, as 
well as a high level of leverage, the policy of 
using risky investment strategies by sector 
institutions) can now become sources of a 
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Table 1
Structure of the Narrow NBFP Indicator for 2021

economic Functions (eF) Typical entity types** Size, trillion 
dollars

sector’s 
share, %

Growth rate in 
2021, %

eF1. Collective investment 
institutions

Money market funds, fixed 
income funds, hedge funds, 
real estate funds*

51.6 76.2 10.6

eF2. Organizations whose 
loans are dependent on 
short-term funding

Microfinance companies, 
leasing and factoring 
companies, consumer lending 
companies

4.6 6.8 7.7

eF3. Organizations whose 
mediation depends on 
short-term funding

Brokerage and dealer 
companies, custodians, 
securities financing companies

4.6 6.8 5.6

eF4. Organizations that 
promote lending

Credit insurance companies; 
credit guarantee companies

0.2 0.2 4.0

eF5. Organizations whose 
credit intermediation is 
based on securitization

Securitization trusts; structured 
financing trusts; legal 
entities —  ABS and MBS issuers

5.1 7.5 9.0

eF6. Other Other financial intermediaries 1.7 2.4 10.8

Total 67.8 100 9.9

Source: Compiled by the authors on the basis of Global Monitoring Report on Non-Bank Financial Intermediation, 2022. FSB, 2022, 

Dec. p. 3 (89 p.). URL: https://www.fsb.org/2022/12/global-monitoring-report-on-non-bank-financial-intermediation-2022/ (accessed 

on 12.05.2023).

Notes: * money market funds, fixed income funds, real estate funds are varieties of investment funds; special legal entities are project 

companies (SPV) that issue asset —  backed securities (ABS) and mortgage-backed securities (MBS); ** in Russia there are also non-bank 

financial organizations capable of generating the risks under study. The so-called non-credit financial organizations are recognized 

as: professional participants in the securities market; management companies of an investment fund, a mutual investment fund and a 

non-governmental pension fund; specialized depositories of an investment fund, a mutual investment fund and a non-governmental 

pension fund; joint-stock investment funds. Non-bank financial organizations carry out: clearing activities, actuarial activities; They 

perform the functions of: central counterparty, trade organizer, central depository, insurance business entities, non-governmental 

pension funds, microfinance organizations, consumer credit cooperatives, housing savings cooperatives, credit bureaus, rating 

agencies, agricultural consumer credit cooperatives, pawnshops (Article 76.1 of the Federal Law “On the Central Bank of the Russian 

Federation”).
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Table 2
Change in the Number of NBFI Organizations in Russia in 2022

Financial market institutions’ names Number at 01.01.2022 Number at 01.01.2023

Subjects of the insurance business, total 222 215

Including: 
• insurance organizations

147 140

• mutual insurance company 16 18

• insurance brokers 59 57

• associations of insurance entities 20 20

Professional participants of the securities 
market, total

472 515

Including: —  brokers 251 253

– forex dealers 4 4

– dealers 279 277

– trustees 182 179

– depositories 250 252

– registrars 31 31

– investment advisers 126 179

Infrastructure organizations, total 72 90

Including: • clearing organizations 6 6

• stock exchanges 6 6

• trading systems 1 1

• commodity supply operators 4 4

• repositories 2 2

• central depository 1 1

• central counterparties 3 3

• news agencies 5 5

• operators of investment platforms 50 64

• financial platform operators 5 6

• information system operators serving 
platforms that issue digital financial assets

0 3

• payment system operators and foreign 
payment system operators

28 25

Subjects of the collective investment market, 
total

328 338

Including:
• non-state pension funds

41 39

• joint-stock investment funds 2 2

• management companies of collective 
investment organizations

259 268
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systemic financial crisis, when the central 
banks of many countries tighten financial 
conditions to slow down inflation, increase 
prudential requirements for supervised 
organizations, and asset price volatility 
increases. The change in the general financial 
conditions makes the NBFI institutions more 
vulnerable to various risks (see Table 3), the 
materialization of which can provoke investor 
panic (such as raids on banks) and emergency 
asset sales.

The tightening of the global macro-
financial environment increases the instability 
of the NBFI sector due to the relatively high 
level of leverage. The actual vulnerabilities 
of NBFI institutions due to financial leverage 
may not be known to both regulators and 
market participants, as they are difficult 
to measure or it is embedded in various 
transactions and operations [13]. Under the 

current conditions, the financial leverage 
of NBFI institutions can take various forms: 
the use of buyback agreements or margin 
borrowing on major brokerage accounts; a 
variety of financial derivatives or structured 
financing mechanisms. Moreover, individual 
transactions may include several forms of 
financial leverage, for example, secured credit 
transactions may contain three levels of 
leverage.

NBFI banks and organizations are directly 
interconnected through funding channels 
operating in both directions. Banks continue 
to be net recipients of funding from NBFI 
institutions. Although the total share of 
non-bank financing of banks has gradually 
decreased since 2013, it is significant in a 
number of jurisdictions: in South Africa —  
more than 30% of total bank assets; in 
Luxembourg —  more than 20%; in Australia, 

Financial market institutions’ names Number at 01.01.2022 Number at 01.01.2023

• specialized depositories of collective 
investment organizations

26 29

Mutual funds, total 1965 2163

Including: —  open 262 277

– interval 44 50

– closed 1534 1705

– stock exchanges 125 13

Microfinance entities and cooperatives, total 6015 5341

• microfinance organizations 1267 1162

• housing savings cooperatives 48 44

• credit consumer cooperatives 1775 1517

• agricultural credit consumer cooperatives 694 638

• pawn shops 2231 1980

Management companies of specialized 
companies

55 71

Source: Compiled by the authors based on materials from the Bank of Russia. Annual Report 2022. P. 350–351.

Table 2 (continued)
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Argentina, Brazil, Chile, Switzerland, South 
Korea —  more than 10%.6

Credit database information 7 shows that 
after the global financial crisis, the share 
of NBFI institutions in the syndicated loan 
market has increased significantly. At the 
same time, NBFI organizations specialize in 
lending to borrowers with higher leverage 
and a lower level of interest coverage than 
banks. The rapid growth of non-bank lending 
can exacerbate the negative consequences of 
financial shocks, as in crisis situations, NBFI 
institutions reduce their loan supply more 
than banks for firms most dependent on 
lending [14]. Unlike traditional banks, NBFI 
institutions do not have direct access to the 
Central Bank’s liquidity support programs, 
so in the case of a limited supply of market 

6 Global Monitoring Report on Non-Bank Financial 
Intermediation, 2022. FSB, 2022, Dec. p. 25. (89 p.). URL: 
https://www.fsb.org/2022/12/global-monitoring-report-
on-non-bank-financial-intermediation-2022/ (accessed on 
11.05.2023).
7 URL: https://www.library.hbs.edu/find/databases/dealscan 
(accessed on 11.05.2023).

liquidity, they become catalysts for its further 
compression, which can increase financial 
stress in the money markets.

To replenish liquidity, NBFI institutions 
begin to sell assets under stress, which 
provokes waves of price decline, further 
asset sales, an increase in risk premiums and 
requirements for additional collateral, which 
further worsens the situation. A decrease 
in the cost of collateral, an increase in 
discounts implies a tightening of secured 
credit conditions, which is rapidly spreading 
in the unsecured lending market, including 
money markets. This may mean that the 
liquidity stress of NBFI institutions can be 
transformed into stress in all systemically 
important segments of financial markets, 
including the traditional banking system. The 
latter is possible for at least two reasons. First, 
a significant part of the NBFI’s institutions are 
either owned or funded by traditional banks. 
Secondly, commercial banks are directly 
involved in the NBFI through broker-dealer 
activities. In the event of market stress and 

 

Fig. Global Financial assets dynamics
Source: Compiled by the authors based on materials from the Global Monitoring Report on Non-Bank Financial Intermediation, 2022. 

FSB, 2022, Dec. p. 37 (89 p.) URL: https://www.fsb.org/2022/12/global-monitoring-report-on-non-bank-financial-intermediation-2022 

(accessed on 11.05.2023).
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Table 3
Theoretical Assessment of Potential Vulnerabilities Main NBFP Institutions

NbFi institutes (2021 
sector assessment) Financial leverage liquidity risk interconnectedness Currency gaps

Investment funds, 
excluding money 
market funds and hedge 
funds ($ 58 trillion, 12% 
GFA*)

Low, but average for 
bond funds subject 
to derivatives risks

High for fixed-
income funds 
holding illiquid 
assets of the EM** 
or with high yields

High, including cross-
border (ME and DE***), 
possible links with 
banks on derivatives

Low, but 
possible 
significant 
externalities 
for foreign 
exchange 
markets

Insurance companies 
($ 40 trillion, 8% GFA)

Low
Low, but medium 
with tougher 
policies

Average; banks —  
large holders of bank 
debts; there may 
be requirements for 
additional collateral

Low, but 
medium 
with tougher 
policies

Pension funds ($ 43 
trillion, 9% GFA)

Low, but medium 
in countries with 
a large share of 
schemes with 
established 
payments

Low, but can be 
high in countries 
with a large 
share of schemes 
with established 
payments and 
negative cash flows

Data does not allow 
for a reasonable 
assessment

Low

Money market funds 
($ 8.5 trillion, 2% GFA)

No data
Low, but average 
for fixed assets

High among key 
participants in the main 
funding markets

No data

Structured financing 
companies ($ 6 trillion, 
1% GFA)

Average/ high Average

Average; insurance 
companies and pension 
funds can be large 
investors in these 
structures

Low

Hedge funds ($ 6 
trillion, 1% GFA)

Average/high Average Average/High Average

Central counterparties 
($ 0.7 trillion, 0.1% GFA)

No data

High, but they also 
have strong risk 
management and 
financial control

High, given the 
systemic role in the 
markets

No data

Source: Compiled by the authors based on materials from the Global Financial Stability Report, April 2023. IMF, 2023. p. 61 (126 p.). URL: 

https://www.imf.org/en/Publications/GFSR/Issues/2023/04/11/global-financial-stability-report-april-2023 (accessed on 11.05.2023).

Notes: * GFA —  global financial assets; ** EM —  Countries with emerging markets; *** DE —  developing economies.
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a fall in the cost of collateral, dealer banks 
face the risks of prolongation of positions, 
which, in fact, do not differ from the classic 
withdrawal of deposits. Thus, the NBFI can 
be a source of systemic risk, especially if the 
development of the sector is mainly motivated 
by regulatory arbitration.

POSSIBLE NBFP MANAGEMENT 
STRATEGIES TO PREVENT SYSTEMIC 

CRises
In 2013, the FSB recommended that national 
regulators strengthen regulation in 5 areas of 
the NBFI to reduce systemic risks 8:

1) reduction the effects of the spread of the 
crisis between the NBFI and the traditional 
banking system (risk of infection);

2) reduction the sensitivity of money 
market funds to “raids” (panic);

3) increase the accuracy of assessment 
of  systemic  r i sks  generated  by  NBFI 
organizations;

4) reduction of incentives for secondary and 
tertiary asset securitization;

5)  el imination of  pro-cyclical  r isks 
associated with secured financing contracts 
such as REPO transactions, securities lending, 
which can exacerbate the lack of financing 
during periods of serious financial stress.

The 2022 FSB report 9 proposes a variant 
of a functional approach to regulating the 
activities of NBFI institutions (Table 4).

In the report of the International Monetary 
Fund 10 is emphasized that in the current 
conditions of increasing interest rates to 
contain inflation, increase asset price volatility 

8 An Overview of Policy Recommendations for Shadow Banking. 
SB, 2013, Aug. 15 p. URL: https://www.fsb.org/2013/08/an-
overview-of-policy-recommendations-for-shadow-banking 
(accessed on 15.05.2023).
9 Global Monitoring Report on Non-Bank Financial 
Intermediation, 2022. FSB, 2022, Dec. p.32, 33. (89 p.). URL: 
https://www.fsb.org/2022/12/global-monitoring-report-
on-non-bank-financial-intermediation-2022/ (accessed on 
15.05.2023).
10 Global Financial Stability Report, April 2023. IMF, 2023. 
p. 59 URL: https://www.imf.org/en/Publications/GFSR/
Issues/2023/04/11/global-financial-stability-report-april-2023 
(accessed on 11.05.2023).

and increase risks and uncertainties, the NBFI 
sector can become a source of systemic risk.

Thus, fears that the NBFI will become a 
source of a deep systemic crisis, which will 
provoke a serious decline in the real sector 
and lead to a significant decrease in household 
well-being, naturally raise the issue of 
improving the prudential regulation of NBFI 
institutions and strengthening supervision. To 
this end, in our opinion, four main regulatory 
strategies can be applied:

•  for institutions with high liquidity risks: 
regulation of NBFI liabilities. It is possible 
to restrict the use of liquidity tools and 
spread the rule of “automatic suspension” of 
operations in the event of stressful situations. 
This strategy is appropriate, as it will allow the 
regulator to influence the volatility of asset 
prices in a timely manner and provide liquidity 
reserves for repayment of obligations;

•  for institutions with high financial leverage: 
restrictions on the use of deposit-like 
instruments to finance long-term investments. 
Possible measures: capital requirements, 
liquidity standards and restrictions on the 
use of client assets to transform urgency. This 
strategy should help to limit the creation of 

“bubbles” and also be aimed at controlling the 
risk of loss of liquidity;

•  for institutions sensitive to currency gaps: 
reducing the asymmetry of information 
regarding the quality of assets providing 
liabilities. The strategy is aimed at limiting 
currency risks, similar to banking methods 
of regulation can be used (limits of open 
positions, liquidity reserves, risk assessment 
and control, etc.);

•  for institutions with interconnectedness: 
development of system crisis management 
plans. It is a well-known fact that even 
excellent regulation cannot prevent systemic 
crises, but it is important that regulators are 
ready to manage a complex situation, so it is 
important to have a comprehensive plan with 
possible alternative management tools.

It should be noted that in addition to 
the NBFI sector, high-tech companies 
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Table 4
Possible List of Regulatory and Supervisory Measures Introduced for NBFP Institutions and their 

economic Functions 

economic functions tools

eF1 Collective 
investment
institutions

Instruments should be aimed at reducing the risks associated with the transformation of 
liquidity and the use of leverage, including:
- limits: on investments in illiquid assets; concentration of assets; leverage level; 
mandatory liquidity reserves;
- price-based instruments: fees for asset dilution and restriction of pricing based on 
fluctuations in securities rates;
- instruments based on quantities (volumes): redemption amounts; redemption suspensions
The last two types of instruments can be activated discretely or on a permanent basis by 
decision of both the supervisory authority and fund managers

Instruments aimed at reducing the risks (credit and liquidity) associated with financing 
long-term investments with short-term borrowing:
- capital requirements (either similar to banking or separate regimes);
- standards of maximum permissible risks and leverage;
- the standard of the mandatory liquidity reserve;
- restrictions on the types of liabilities that the institution can issue
For organizations belonging to EF3, requirements may be introduced regarding the use of 
customer funds

eF2 Organizations 
whose loans depend 
on short-term funding
and
eF3 Organizations 
whose mediation 
depends on short-
term funding

The instruments are aimed at reducing the risks of credit, liquidity, counterparty. In addition 
to capital requirements and liquidity standards, restrictions on the scale and volume of 
business are possible; requirements for risk management and mandatory risk sharing with 
the policyholder. Tools are introduced on an ongoing basis

eF4 Organizations 
that promote lending

The instruments are aimed at reducing the risks of securitization, including: restrictions on 
the transformation of urgency/liquidity; accepted collateral; risks associated with financing 
allocated to banks or accepted from banks (other financial organizations). To ensure proper 
incentives, it is possible to introduce rules limiting hidden risks (for example, retention 
requirements for the issuance of securitizations). Tools should be introduced on an ongoing 
basis

eF5 Organizations 
whose credit 
intermediation 
is based on 
securitization

Policy instruments are aimed at reducing the risks of securitizations, including: restrictions 
on the transformation of urgency/liquidity; accepted collateral; risks associated with 
financing allocated to banks or accepted from banks (other financial organizations). To 
ensure proper incentives, it is possible to introduce rules limiting hidden risks (for example, 
retention requirements for the issuance of securitizations). Tools should be introduced on 
an ongoing basis

Source: Compiled by the authors based on materials from Global Monitoring Report on Non-Bank Financial Intermediation, 2022. FSB, 

2022, Dec. p. 32, 33. (89 p.). URL: https://www.fsb.org/2022/12/global-monitoring-report-on-non-bank-financial-intermediation-2022/ 

(accessed on 15.05.2023).
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s imultaneous ly  operat ing  in  severa l 
jurisdictions (bigtech companies) have also 
entered the financial intermediation market, 
which poses a new problem of organizing 
effective supervision and monitoring of 
the influence of bigtech companies. Such 
dynamics suggest that the perimeter of 
financial regulation and supervision should 
be expanded.

CoNClUsioN
Currently, the NBFI sector is represented 
by a wide range of organizations, and 
the practical application of innovative 
financial technologies stimulates the entry 
into the market of new types of financial 
intermediaries, whose activities give rise 
to new risks, including systemic ones. But 
so far, financial regulators and supervisory 
authorities cannot clearly identify them 
and assess their importance for maintaining 
financial stability.

The article presents an analysis of the 
state of  the NBFI sector and possible 
channels for implementing risk factors 

t h a t  m a y  a f fe c t  f i n a n c i a l  s t a b i l i t y : 
relationships with the banking system; 
sensitivity of some institutions to customer 
panic;  exist ing fragmentation in  r isk 
assessment; secondary and tertiary asset 
securitizations.

The following directions and actions can be 
implemented as recommended measures to 
maintain financial stability and to prevent the 
development of the crisis in the NBFI sector:

•  strengthening the regulation and 
supervision of NBFI institutions. First of 
all, it is necessary to close the main data 
gaps, stimulate proper risk management in 
the relevant organizations, introduce the 
necessary prudential requirements;

•  in case of stress in the NBFI sector, direct 
access of NBFI institutions to the Central 
Bank’s liquidity programs is possible (specific 
conditions for providing liquidity should be 
provided);

•  it is necessary to ensure coordination 
between the Central Bank and sectoral 
regulators (if any) in order not only to identify 
risks, but also to manage crisis situations.
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iNtRodUCtioN
Increasing the competitiveness of national 
education and using its potential to expand 
Russian humanitarian influence in the world 
is an important state task, enshrined in the 
Concept of the Humanitarian Policy of the 
Russian Federation abroad, approved by 
the Presidential Decree in 2022.1 National 
and inter-level academic rankings, despite 
the geopolitical barriers that have arisen 
in relation to the latter, remain an effective 
tool for assessing the competitiveness 
of  higher  education inst itutions in  a 
global and regional context, thanks to a 
relatively simple and transparent system 
for determining the position of a particular 
university in the global/regional educational 
market in a specific subject area or by a 
specific criterion. For example, the ranking 
of universities on the demand of graduates 
by employers (from the largest recruitment 
agencies Head Hunter, SuperJob), the rating 
of ESG and on the realization of the goals 
of sustainable development (THE Impact 
Rankings, ESG-ranking RAEX), on media 
activity (Ministry of Science and Education 
of Russia, “Medialogia”, “Integrum”) and 
others. Thus, the position of universities 
in international and national rankings 
is a significant benchmark in strategic 
d e v e l o p m e n t  f o r  b o t h  e d u c a t i o n a l 
i n s t i t u t i o n s  a n d  n a t i o n a l  e d u c a t i o n 
systems [1].

The relevance of university rankings 
is confirmed by scientific, theoretical, 
sc ient i f ic  and pract ical  publ icat ions, 
publicist  articles of  various scientific 
and information platforms, in social and 
professional networks and on websites, in 
speeches at conferences of representatives 
of universities, scientific organizations, 
minis t r ies  o f  educat ion, commerc ia l 
organizations and accreditation agencies. 

1 Decree of the President of the Russian Federation from 
05.09.2022 No. 611 “On approval of the Concept of the 
Humanitarian Policy of the Russian Federation abroad”. 
ConsultantPlus.

The number of publications devoted to the 
rankings of educational organizations in the 
last 10 years in the international scientific 
databases Web of Science and Scopus is 
approaching 10 000 units. They have a wide 
range of readers, which is confirmed by their 
high citation.

In February 2024, the President of the 
Russian Federation V. V. Putin approved 
the creation in Russia of the ranking of 
universities of the BRICS countries, the 
results of which are planned to be presented 
in October 2024 at the BRICS summit.2

MateRials  
aNd Methods

B a s i c  g e n e r a l  s c i e n t i f i c  m e t h o d s  o f 
research —  analysis and synthesis, induction 
and deduction, analogy, abstraction and 
concretization.

Russian and foreign sources of statistical 
data and analytics in the field of higher 
e d u c a t i o n , t h e  n o r m a t i ve  a n d  l e g a l 
framework of regulation of educational 
activities in Russia and abroad, materials 
of scientific publications and interviews of 
leading experts served as the information 
base of the study.3

Sc ient i f ic  and  pract ica l  search  for 
ways  of  increas ing  the  internat ional 
competitiveness of universities, including 
the identification of factors that most 
effectively influence the growth of positions 
in the world and national rankings, are 
dedicated to the candidate and doctoral 
d i s s e r t a t i o n s  d e fe n d e d  i n  d i f fe r e n t 
countries over the last 5 years (in Spain, 
Great Britain, Lithuania, France, Sweden, 
Croatia, Scotland, the United States of 
America, Russia, etc.).4

2 Session of the Council on Science and Education under the 
President of the Russian Federation from 08.02.2024. URL: 
http://kremlin.ru/events/president/news/73407 (accessed on 
02.03.2024).
3 Online conference of Yandex on education 2023. URL: https://
yace.yandex.ru/ (accessed on 09.02.2024).
4 DART-Europe portal. URL: https://www.dart-europe.org 
(accessed on 10.01.2024).
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Assessment of  factors affecting the 
international competitiveness of Russian 
u n i ve r s i t i e s  a n d , a s  a  co n s e q u e n ce , 
o n  t h e  p o s i t i o n s  i n  t h e  r a n k i n g s  o f 
educational organizations, is presented in 
numerous papers of foreign and Russian 
authors [2–23].

T h e  g e o g r a p h i c a l  l o c a t i o n  o f  t h e 
university, status (national research, federal, 
reference, with special status), institutional 
f r e e d o m s  i n  t h e  m a n a g e m e n t  o f  t h e 
University, the level of annual income were 
noted in the papers by D. A. Endovitsky, 
V. V. Korotkikh, M. V. Voronova as factors 
that  have  a  s igni f icant  inf luence  on 
the  internat ional  competit iveness  of 
universities [24].

T. N. Gavrilyeva, A. Sugimoto, M. Fujii 
and others have noted the networking of 
universities in the sphere of sustainable 
development as a factor for increasing 
competitiveness and increasing positions in 
specialized rankings [25].

R. P. Bulyga, I. F. Vetrova, O. G. Korolev, 
M. V. Mel’nik have proposed a system of 
analytical indicators for evaluating the 
performance of educational organizations, 
including indicators of financial support and 
indicators evaluated by ranking agencies [26].

The use of statistical, economic and 
mathematical and instrumental methods of 
analysis to assess the degree of influence 
of individual indicators of the activity 
of the university on the positions in the 
rankings is discussed in the papers by 
Е. М. Anokhina, I. P. Boiko, N. B. Boldyreva 
etc. [27], А. А. Mikryukov, М. S. Gasparian, 
D. S. Karpov [28] , L . V. Konstantinova, 
Е .  V.  S h u b e n k o v a ,  М .  Е .  M a z u r o v , 
А. А. Mikryukov [29], V. М. Moskovkin, 
H. Zhang [30], Т. А. Salimova, I. А. Ivanova, 
Е. А. Sysoeva [31]. The methodology of 
assessing the “return” of investments in 
the financing of universities to advance by 
one point in the international rankings is 
proposed in the papers by G. A. Agarkov and 
A. E. Sudakova [32].

With the aim of training professionals 
in the field of management of economic 
actors in education, specialized educational 
programs 5 are  opened at  universit ies 
(Harvard University, University of Sussex, 
Hebrew Univers i ty  of  Jerusa lem, the 
Univers i ty  of  Bath, Higher  School  of 
Economics, Skolkovo and others). There 
are  tra ining s imulators , for  example, 

“University’s competitiveness: management 
simulator” in Skolkovo, allowing to evaluate 
what results the university will come to with 
a certain distribution of funding between 
different directions of the University’s 
activities over several years.

Due to high levels of competition both 
at the level of educational institutions 
and national education systems in general, 
g ove r n m e n t s  i n  m a n y  co u n t r i e s  a r e 
exploring effective ways to improve the 
position of their universities in international 
educational rankings. One of the most 
successful solutions has been the state 
programs, which provide additional funding 
for  the country’s  leading universities 
in order to improve their effectiveness, 
r e s u l t i n g  i n  i n c r e a s e d  i n t e r n a t i o n a l 
recognition. These programs are often 
referred to as “excellence initiatives” [33].

Research by J. Salmi, I. D. Frumin [34], 
who oversaw higher  education at  the 
World Bank, shows that at the turn of the 
20th and 21st centuries, 13 public funding 
programs —  13 excellence initiatives —  
were initiated. Of these, 8 —  are in the 
Asia-Pacif ic  region (Austral ia , China, 
Japan, New Zealand, Hong Kong, South 
Korea), 4 —  in Europe (Finland, Denmark, 
Norway, Ireland) and 1 —  in North America 
(Canada). Between 2005 and 2023 the 
number of such programs increased to 45. 
The main increase was in the European 
region —  up to 23 programs (Denmark, 
France, Germany, Luxembourg, Norway, 

5 Portal for the search of educational programs. URL: https://
www.findamasters.com (accessed on 15.01.2024).
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Poland, Russian Federation, Slovenia, Spain, 
and Sweden). In the Asia-Pacific region, 
up to 15 programs (China, India, Japan, 
Malaysia, Singapore, South Korea, Taiwan, 
and Thailand). New excellence initiatives 
h a ve  e m e r g e d  i n  t h e  A f r i c a n  r e g i o n 

(Nigeria) and the Middle East (Israel, Saudi 
Arabia), and the Canadian program has 
continued to develop in North America.6 

6 Materials of the Peter  the  Great  St. Petersburg  Polytechnic 
University. Higher education in Europe; 2017. URL: https://
www.spbstu.ru/upload/inter/higher-education-europe-2017.
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Fig. 1. Representation in the aRWU Ranking of Universities from Countries that implemented excellence 
initiatives
Source: Compiled by the authors based on the results of the Academic Ranking of World Universities. URL: https://www.shanghairanking.

com/rankings (accessed on 17.09.2023).
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The above data show that, while at the 
beginning of the 21st century, a relatively 
small number of countries realized the 
need to enhance the competitiveness of 
their  national systems, at the present 
stage, the majority of both developed and 
developing countries have begun to fully 
support the innovative development of 
higher education institutions and have 
formed their own excellence initiatives 
[35]. Study of methodology and analysis 
of implementation of Russian excellence 
initiatives, such as the “5–100” project 
and the Priority 2030 strategic academic 
leadership program [36–39].

pdf; Internet portal for searching educational programs. URL: 
https://www.findamasters.com (accessed on 10.01.2024).

It should be noted that the main purpose 
of the “5–100” project —  entering the top 
100 world rankings of ARWU (Shanghai 
Rating), THE and QS —  has not been fully 
achieved. One of the main reasons experts 
and the participants of the Russian initiative 
of excellence called “insufficient budget 
of the project —  80 billion rubles were 
allocated to 21 universities for a short 
period —  for only 7 years” [40, 41].

State funding for excellence initiatives 
varies significantly from country to country. 
T h e  m i n i m u m  b u d g e t  fo r  exce l l e n ce 
initiatives was less than 20 million dollars 
(e. g. in Denmark and Germany). The average 
level of funding was between 20 million 
dollars and 100 million dollars (e. g. in the 
Russian Federation, Spain), and a maximum 

Fig. 2. Representation in the aRWU Ranking of Universities from Countries that not implemented 
excellence initiatives
Source: Compiled by the authors based on the results of the Academic Ranking of World Universities. URL: https://www.shanghairanking.

com/rankings (accessed on 17.09.2023).
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budget of more than 100 million dollars 
was allocated to initiatives of superiority 
by countries such as China, France, and 
Singapore.7

Analysis of the effectiveness of state 
programs of support of higher education is 
a complex and complex process, because, 
firstly, the effect of the modernization of the 
national education system can be observed 
after a sufficiently long period of time, and 
secondly, evaluation of the performance 
of universities should be based on a large 
number of different criteria. This is due to 
the fact that many excellence initiatives 
have indeed had a significant qualitative 
effect on the development of national 
education systems, but attempts to evaluate 
their effectiveness have been negligible [33].

Within the framework of the present 
study, the task is to analyze the relationship 
between the financial support of universities 
and the dynamics of their positions in the 
international ranking. A statistical analysis 
of the data shown in Fig. 1 and 2 shows 
that many government funding programs 
for leading universities in order to improve 
their effectiveness and rank international 
recognition in different countries have 
indeed achieved significant results in 
terms of university representation in world 
educational rankings. Fig.1 and  2  show 
countries grouped by excellence initiatives 
implemented between 2004 and 2023, and 
the increase in the number of universities 
in these countries in the top-500 of the 
Shanghai International Education Rankings 
(ARWU) for the period indicated.

Universities from Africa, Asia, Europe, 
A m e r i c a ,  O c e a n i a  a n d  R u s s i a  w e r e 
selected to analyze the keys of universities 
successfully advancing in the world rankings 
(Fig. 1 and  2). Russian universities are 

7 Materials of the Peter the Great St. Petersburg Polytechnic 
University. Higher education in Europe; 2017. URL: https://
www.spbstu.ru/upload/inter/higher-education-europe-2017.
pdf ; Internet portal for searching educational programs. URL: 
https://www.findamasters.com (accessed on 10.01.2024).

represented by individual participants of the 
programs “5–100” and “Priority 2030”, as 
universities that received additional funding, 
including for increasing competitiveness 
and promotion in the ranking. The dynamics 
of advancement of Russian universities 
in the most famous, large-scale and long-
standing international and Russian rankings 
QS, THE, RAEX were analyzed.

ResUlts aNd disCUssioN
Despite the active scientific controversy about 
the non-objectivity of the indicators used, 
approaches to assessment, subjectiveness 
of weighting factors, etc. “international 
educational rankings are today a very 
important indicator of the competitiveness 
of the universities of a particular country 
and an indication of the level of development 
of the educational system and even the 
national innovation system of the States of 
the world as a whole” [42]; “global university 
rankings encourage national governments 
to strengthen policies with regard to so-
called world-class universities, the position 
of universities in the world ratings largely 
reflect the ability of the countries they 
represent to influence world processes” [33]. 
The transformation of universities into 
world-class universities is a global trend of 
the last decade, which has become one of the 
main vectors of national strategies. This gave 
impetus to the emergence and development 
of academic excellence initiatives worldwide 
(currently available in approximately 30 
countries). In fact, it is programs of state 
financial support selected on a competitive 
basis of universities, giving the universities 
the opportunity to develop at a faster pace. 
Let us note some of them:

•  Russian Federation: project “5–100”, 
“Priority 2030”, among indicators of which —  
mandatory presence in world ratings or 
indicators taken into account by world 
rating agencies;

•  China: World Class project 2.0;
•  Germany: Exzellenzinitiative;
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•  France: Excellence Initiatives (IDEX);
•  Poland: Leading National Research 

Centers (KNOWs);
•  UK: Research Excellence Framework etc. 

[35].8

The  main  ob ject ives  o f  exce l lence 
initiatives in all countries of the world as a 
whole are the following:

•  restructuring (modernization) of the 
education and research system;

•  increasing the competitiveness and 
recognition of academic reputation and 
research in an environment of international 
competition;

•  improving the quality of education and 
research;

•  expanding internationalization;
•  growth of  university  posit ions in 

national and world rankings.
It  is  worth to mention that the last 

objective is an indicator of the successful 
implementation of the four previous. The 
popularity of rankings and their number 
is  growing every year:  at  the moment 
already 60 rankings from 35 countries 

8 Materials of the Peter the Great St. Petersburg Polytechnic 
University. Higher education in Europe; 2017. URL: https://
www.spbstu.ru/upload/inter/higher-education-europe-2017.
pdf Internet portal for searching educational programs. URL: 
https://www.findamasters.com (accessed on 10.01.2024).

of the world (all rankings of universities 
and schools issued by the Russian agency 
RAEX, including the international rating 

“Three university missions”, “Ranking 
of the best universities of Russia”, ESG-
ranking and many others) approved IREG. 
Positions in the leading world rankings 
of universities, first of all in such as the 
Times Higher Education World University 
Ranking (THE), Academic Ranking of World 
Universities (ARWU), QS World University 
ranking (QS), are one of the main indicators 
of the influence of Russian universities 
participation in the world academic agenda. 
These rankings will be reviewed in the study 
together with the national RAEX ranking.

T H E , Q S , A RW U  r a t i n g  i n d i c a t o r s 
provide a basis for evaluating the growth 
indicators that universities are directing 
their funding, including the additional 
funding received within the framework 
of state financial support programs. The 
world rankings in question have a relatively 
similar set of indicators and evaluation 
methodologies developed over more than 
fifteen years of analysis and ranking of 
universities. In general, they evaluate the 
same main directions of the activities of 
universities, differing only by the number 
of indicators and sometimes differences in 

Table 1
Russian universities Participation Dynamics in Rankings by Year

Ranking

Number of Russian universities,
ranked in world rankings

2019 2020 2021 2022 2023

QS WUR 27 25 32 48 48

THE WUR 35 39 48 100 103

ARWU 11 11 9 10 9

Source: Compiled by the authors based on the results of the QS World University Rankings, The Times Higher Education World University 

Rankings, Academic Ranking of World Universities. URL: https://www.topuniversities.com/qs-world-university-rankings; https://www.

topuniversities.com/qs-world-university-rankings; https://www.shanghairanking.com/rankings (accessed on 31.01.2024) [43].
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the methodology of calculation of some of 
them. The level of international interaction 
of the university is assessed by the rating 
agencies by assessing the number of foreign 
students and staff who have chosen the 
place of work and study of the evaluated 
university, the share of publications with 
foreign authors. Indicators of scientific 
activity traditionally include the level of 
productivity and citation of publications of 
university authors, income from scientific 
research, and the results of the survey of 
representatives of the academic world. The 
level of educational activity is assessed 
by analyzing the number of students per 
teacher, the proportion of teachers with 
academic degrees and the income of the 
university per employee, the results of 
academic surveys. The link with employer 
organizations is also used by assessing 
their funding of university projects, the 
results of employer surveys. There are 
specific indicators characteristic of only 

one ranking. For example, the ARWU rating, 
in addition to the number and citation of 
publications, evaluates the presence of 
Nobel Prize or Fields Medal to university 
staff and graduates.9

It was revealed that the main directions 
of expenditure of funds by universities 
to improve positions in the main world 
rankings are: increased publishing activity 
(number of scientific publications and 
quotations of the university authors), active 
international integration, including the 
growth of the number of foreign scientific 
and pedagogical staff and students, growth 
of university’s reputation in the academic 
community  and in  the  community  of 

9 World University Rankings Times Higher Education Methodology. 
URL: https://www.timeshighereducation.com/world-university-
rankings/world-university-rankings-2023-methodology (accessed 
on 15.01.2024). QS World University Rankings Methodology. URL: 
https://www.topuniversities.com/qs-world-university-rankings/
methodology (accessed on 08.07.2023). Academic Ranking of World 
Universities Methodology. URL: https://www.shanghairanking.
com/methodology/arwu/2023 (accessed on 15.01.2024).

University is not yet 
present in the ranking 

Activities to get in the ranking (for example, increasing the 
number of publications to overcome the minimum threshold 
of publication numbers in leading scientific journals to be able 
to participate in THE) 

Keep place in the ranking 

Activities to keep positions in the ranking (the number of 
participants increases annually, the performance of competing 
universities also increases annually, so even to maintain active 
positions requires resources) 

Ranking up Activities to improve the ranking or transition from the group 
“top-1000” to “top-500” of the world’s best universities 

Getting into the ranking 
leaders 

Ranking leader activities (for example, according to the 
program of support of “5-100” Russian universities should 
have been in the top 100 leading international rankings) 

Fig. 3. university Goals for Positioning in Rankings
Source: Compiled by the authors.
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Table 2
Trend of the Achievement of 5–100 and Priority 2030 Positions by Individual universities Participating 

in the Project in the QS, THE, RAEX Rankings

University trend of position dynamics
in the Qs ranking

trend of position dynamics in 
the ranking

trend of position dynamics in 
the RaeX rating

Kazan Federal 
University

MIPT

MISIS

Tomsk State 
University

Tomsk 
Polytechnic 
University

HSE
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employers (representatives of state bodies 
and business), information openness.

D e s p i t e  t h e  s i g n i f i c a n t  d y n a m i c s 
of  advancement of Russian universities 
i n  t h e  wo r l d  r a n k i n g s , t h e  s h a r e  o f 
universities represented in the top-300 
remains extremely small and is less than 1% 
(Table 1).

Analysis  of  documents on planning 
o f  c u r r e n t  a c t i v i t i e s  a n d  l o n g - t e r m 
d e v e l o p m e n t  ( p r o g r a m s ,  s t r a t e g i e s , 
plans, road maps) of Russian and foreign 
universities confirmed the understanding of 
universities of the importance of planning 
indicators evaluated by rating agencies in 
their strategic documents.

Ru ssia’s orientation towards getting 
universit ies  in the top of  the world’s 
rankings implies their transformation. 

T h i s  m o d e l  e n t a i l s  a  m o r e  a d a pt i ve 
organizational structure of university 
m a n a g e m e n t  c a p a b l e  o f  r e s p o n d i n g 
effectively to changes in the external 
environment.

Main forms of impact of rankings on 
public management of universities:

•  the approach by which funding is 
allocated in accordance with the status 
in the ranking or in relation to specific 
indicators assessed by the ranking agencies;

•  the merger of universities in order to 
combine existing financial, human resources, 
scientific, reputational and other resources, 
allowing the synergistic effect to expand 
the window of opportunities for raising 
positions in the rankings (experience of 
the UK and Russia on the establishment of 
reference universities; this form of impact 

University trend of position dynamics
in the Qs ranking

trend of position dynamics in 
the ranking

trend of position dynamics in 
the RaeX rating

MEPhI

Novosibirsk State 
University

St. Petersburg 
Polytechnic 
University

Source: Compiled by the authors based on the results of the QS World University Rankings, The Times Higher Education World University 

Rankings, The best universities in Russia RAEX-100. URL: https://www.topuniversities.com/qs-world-university-rankings; https://www.

topuniversities.com/qs-world-university-rankings; https://raex-a.ru/rankings/#r_11550 (accessed on 31.01.2024).

Table 2 (continued)
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Fig. 4. Achievement of 5–100 and Priority 2030 Planed Positions by Individual universities Participating 
in the Project in the QS
Source: Compiled by the authors based on the results of the QS World University Rankings. URL: https://www.topuniversities.com/

qs-world-university-rankings (accessed on 15.06.2023) [32]. Data on the planned values in Fig. 4 are presented until 2021, as starting 

with the 2022 rating the format of the representation of Russian universities on the official QS website has changed, universities 

have largely shifted from planning specific targets in their development programs to planning activities to advance in the ranking, 

including by shifting the focus from promotion in the QS world ranking of universities to the subject. This period is also due to the 

fact that the “5–100” university support program was in place from 2012 to 2020. The QS rating is more relevant to the purpose of 

the study than THE or ARWU rating also for several reasons: due to the set of indicators faster to in the QS ranking; THE rating has an 

entry threshold in terms of the number of articles in the international quotation databases, and Russian universities were only at the 

beginning of the path of activation of publications in the journal Web of Science and Scopus. However, the information shown in Fig. 

3 illustrates that the majority of universities that participated in the “5–100” university financial support program between 2012 and 

2020 failed to meet their targets.
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Table 3
Calculation of Return on Investment in Promotion Per 1 Position  

on the example of the Qs Rating

indicator 2024 2023 2022 2021 2020 2019 2018
Kazan Federal university

University income, 
thous. rubles

13 504 122 11 828 205.9 10 920 432.1 10 580 390.4 9 359 186.6 8 690 898.8 8 694 769.5

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

University position 
in the ranking, place

396 322 347 370 392 439 441

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

13 436.94 10 962.19 12 787.39 16 767.66 15 368.12 15 464.23 15 526.37

Dynamics of 
positions, places

–74 25 23 22 47 2 –

Investment 
dynamics, thous. 
rubles

2474.74 –1825.20 –3980.26 1399.53 –96.11 –62.14 –

MIPT
University income, 
thous. rubles

8 356 846 6 972 764.7 7 631 538.5 6 589 617.4 6 857 114.2 5 706 607.1 6 392 736.2

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

University position 
in the ranking, place

681 467 487 428 451 476 501

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

11 606.73 7 465.49 10 688.43 11 500.20 12 467.48 10 869.73 12 785.47

Dynamics of 
positions, places

–148 23 –9 21 10 43 –

Investment 
dynamics, thous. 
rubles

4741.38 –1244.87 –2529.49 1192.56 2442.84 –704.55 –

Misis
University income, 
thous. rubles

8 356 846 6 972 764.7 7 631 538.5 6 589 617.4 6 857 114.2 5 706 607.1 6 392 736.2

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

University position 
in the ranking, place

681 467 487 428 451 476 501
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indicator 2024 2023 2022 2021 2020 2019 2018
Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

11 606.73 7 465.49 10 688.43 11 500.20 12 467.48 10 869.73 12 785.47

Dynamics of 
positions, places

–214 20 –59 23 25 25 –

Investment 
dynamics, thous. 
rubles

4141.24 –3222.94 –811.78 –967.28 1597.75 –1915.74 –

tomsk state University
University income, 
thous. rubles

10 864 840.7 9 737 234.6 6 235 755.7 6 013 337.5 5 953 784.2 4 279 534.9 4 403 649.9

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

University position 
in the ranking, place

418 264 272 250 268 277 323

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

11 052.74 8 563.97 6 712.33 8 007.11 8 122.49 5 910.96 6 495.06

Dynamics of 
positions, places

–154 8 –22 18 9 46 –

Investment 
dynamics, thous. 
rubles

2488.77 1851.64 –1294.78 –115.38 2211.53 –584.10 –

Tomsk Polytechnic university
University income, 
thous. rubles

6 904 135.8 5 480 919.5 5 494 621.7 5 730 805.2 5 295 025.6 5 336 328 6 019 164.2

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

University position 
in the ranking, place

586 398 395 401 387 373 386

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

8 471.33 5 464.53 6 817.15 9 551.34 8 623.82 8 497.34 9787.26

Dynamics of 
positions, places

–188 –3 6 –14 –14 13 –

Investment 
dynamics, thous. 
rubles

3006.81 –1352.62 –2734.19 927.52 126.48 –1289.92 –

Table 3 (continued)
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indicator 2024 2023 2022 2021 2020 2019 2018
hse

University income, 
thous. rubles

30 288 521.1 27 720 873.7 24 336 388.6 21 547 521.1 21 547 521.1 16 222 774.8 13 957 791.4

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

University position 
in the ranking, 
place

399 308 305 298 322 343 382

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

30 228.06 25 362.19 27 161.15 30 650.81 31 734.20 24 654.67 22 548.94

Dynamics of 
positions, places

–91 –3 –7 24 21 39 –

Investment 
dynamics, thous. 
rubles

4865.87 –1798.96 –3489.66 –1083.39 7079.53 2105.74 –

MEPhI

University income, 
thous. rubles

7 859 391.1 6 539 240.1 6 956 088 6 805 526.5 6 289 948.8 5 032 908.8 5 216 843.8

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

University position 
in the ranking, 
place

461 308 319 314 329 329 373

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

8 361.05 5 982.84 7 886.72 9 906.15 9 360.04 7 489.45 8 307.08

Dynamics of 
positions, places

–153 11 –5 15 0 44 –

Investment 
dynamics, thous. 
rubles

2378.22 –1903.88 –2019.43 546.11 1870.60 –817.63 –

Novosibirsk state University

University income, 
thous. rubles

4 723 772.3 4 038 090.3 4 359 099.1 4 306 827.9 3 750 158.5 3 187 684.1 3 216 993.6

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

Table 3 (continued)
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is also among other criteria used by the 
Ministry of Science and Education of Russia 
to combat inefficient universities).

The general aspects of the planning of the 
rating positions of the university are:

1 )  t h e  p l a n n e d  r a n k i n g  i n d i c a t o r s 
should be consistent with the university’s 
development forecast;

2) the planning of non-financial rating 
indicators must be carried out through 
financial indicators.

Today’s universities need a flexible 
a p p r o a c h  t o  t h e i r  f u n d i n g  s t r a t e g y 
depending on where each ranking starts 
(Fig. 3). Higher competing universities and 
priority for analysis by rating agencies 
indicators may vary depending on the 
rating: international, subject, sustainable 
development, etc.

It  is  also necessary to implement a 
systematic monitoring of the conformity of 
the planned values with the results achieved, 

indicator 2024 2023 2022 2021 2020 2019 2018
University position 
in the ranking, 
place

421 260 246 228 231 244 250

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

4 820.18 3 539.08 4 564.50 5 571.58 4 870.34 4 210.94 4 283.61

Dynamics of 
positions, places

–161 –14 –18 3 13 6 –

Investment 
dynamics, thous. 
rubles

1281.10 –1025.42 –1007.07 701.24 659.39 –72.67 –

St. Petersburg Polytechnic university
University income, 
thous. rubles

12 937 710.1 11 562 405.2 10 812 832.3 11 181 730.4 10 455 351.7 8 219 020.7 7 929 772

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

University position 
in the ranking, place

534 382 393 401 439 404 401

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

14 922.39 11 346.82 13 382.22 18 636.22 18 603.83 13 767.20 13 216.29

Dynamics of 
positions, places

–152 11 8 38 –35 –3 –

Investment 
dynamics, thous. 
rubles

3575.57 –2035.40 –5254.00 32.39 4836.62 550.92 –

Source: Author’s calculations based on the Main Information and Computing Center of the Ministry of Science and Higher Education 

of the Russian Federation data. URL: http://indicators.miccedu.ru (accessed on 31.01.2024).
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Table 4
Calculation of Return on Investment in Promotion Per 1 Position on the Example of THE Ranking

indicator 2024 2023 2022 2021 2020 2019 2018
Kazan Federal university

University income, 
thous. rubles

13 504 122 11 828 205.9 10 920 432.1 10 580 390.4 9 359 186.6 8 690 898.8 8 694 769.5

Number of positions 
in the ranking, place

1501 1501 1201 1001 1001 1001 1001

University position 
in the ranking, place

801 801 801 601 601 601 401

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

19 291.60 16 897.44 27 301.08 26 450.98 23 397.97 21 727.25 14 491.28

MIPT
University income, 
thous. rubles

13 760 323.2 10 449 045.6 9 528 324.6 9 351 851.8 8 245 492.9 6 444 418.3 6 497 365.3

Number of positions 
in the ranking, place

1501 1501 1201 1001 1001 1001 1001

University position 
in the ranking, place

201 201 201 201 201 251 251

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

10 584.86 8 037.73 9 528.32 11 689.81 10 306.87 8 592.56 8 663.15

Misis
University income, 
thous. rubles

8 356 846 6 972 764.7 7 631 538.5 6 589 617.4 6 857 114.2 5 706 607.1 6 392 736.2

Number of positions 
in the ranking, place

1501 1501 1201 1001 1001 1001 1001

University position 
in the ranking, place

601 601 601 601 601 601 601

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

9 285.38 7 747.52 12 719.23 16 474.04 17 142.79 14 266.52 15 981.84

tomsk state University

University income, 
thous. rubles

10 864 840.7 9 737 234.6 6 235 755.7 6 013 337.5 5 953 784.2 4 279 534.9 4 403 649.9

Number of positions 
in the ranking, place

1501 1501 1201 1001 1001 1001 1001

University position 
in the ranking, place

501 601 601 501 501 501 501
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indicator 2024 2023 2022 2021 2020 2019 2018
Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

10 864.84 10 819.15 10 392.93 12 026.68 11 907.57 8 559.07 8 807.30

Tomsk Polytechnic university

University income, 
thous. rubles

6 904 135.8 5 480 919.5 5 494 621.7 5 730 805.2 5 295 025.6 5 336 328 6 019 164.2

Number of 
positions in the 
ranking, place

1401 1401 1201 1001 1001 1001 1001

University position 
in the ranking, 
place

586 398 395 401 387 373 386

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

8 471.33 5 464.53 6 817.15 9 551.34 8 623.82 8 497.34 9787.26

hse

University income, 
thous. rubles

30 288 521.1 27 720 873.7 24 336 388.6 21 547 521.1 21 547 521.1 16 222 774.8 13 957 791.4

Number of 
positions in the 
ranking, place

1501 1501 1201 1001 1001 1001 1001

University position 
in the ranking, 
place

401 401 301 251 251 301 351

Return of 
investments of 
the university in 
promotion to one 
position, thous. 
rubles to one place 
in the ranking

27 535.02 25 200.79 27 040.43 28 730.03 28 730.03 23 175.39 21 473.53

MEPhI

University income, 
thous. rubles

7 859 391.1 6 539 240.1 6 956 088 6 805 526.5 6 289 948.8 5 032 908.8 5 216 843.8

Number of 
positions in the 
ranking, place

1501 1501 1201 1001 1001 1001 1001

University position 
in the ranking, 
place

401 401 401 401 401 351 401
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indicator 2024 2023 2022 2021 2020 2019 2018

Return of 
investments of 
the university 
in promotion 
to one position, 
thous. rubles to 
one place in the 
ranking

7 144.90 5 944.76 8 695.11 11 342.54 10 483.25 7 742.94 8 694.74

Novosibirsk state University

University income, 
thous. rubles

4 723 772.3 4 038 090.3 4 359 099.1 4 306 827.9 3 750 158.5 3 187 684.1 3 216 993.6

Number of 
positions in the 
ranking, place

1501 1501 1201 1001 1001 1001 1001

University position 
in the ranking, 
place

601 801 801 601 501 501 401

Return of 
investments of 
the university 
in promotion 
to one position, 
thous. rubles to 
one place in the 
ranking

4 723 772.3 4 038 090.3 4 359 099.1 4 306 827.9 3 750 158.5 3 187 684.1 3 216 993.6

St. Petersburg Polytechnic university

University income, 
thous. rubles

12 937 710.1 11 562 405.2 10 812 832.3 11 181 730.4 10 455 351.7 8 219 020.7 7 929 772

Number of 
positions in the 
ranking, place

1501 1501 1201 1001 1001 1001 1001

University position 
in the ranking, 
place

351 301 301 301 501 601 601

Return of 
investments of 
the university 
in promotion 
to one position, 
thous. rubles to 
one place in the 
ranking

11 250.18 9 635.34 12 014.26 15 973.90 20 910.70 20 547.55 19 824.43

Source: Author’s calculations based on the Main Information and Computing Center of the Ministry of Science and Higher Education 

of the Russian Federation data. URL: http://indicators.miccedu.ru (accessed on 31.01.2024).
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with mandatory analysis of the causes of the 
deviations and the adoption of corrective 
measures, if necessary.

The choice of Russian universities, the 
dynamics of which are discussed below 
(Table 2), corresponds to the objectives 
of this article and is determined by the 
participation of these universities in the 
state support programs “5–100” (from 2012 
to 2020), “Priority 2030” (from 2021); the 
reflection in their development programs 
of activities to promote in the ratings; the 
annual submission by universities of data 
on their activities to rating agencies for 
participation in the ranking, etc.

It is important to note that the analysis 
of the methods of the QS, THE and RAEX 
ratings in order to ensure comparability of 
the data were brought to the unity periods 
(years), which included the performance 
indicators  of  the universit ies, on the 
basis of which the results of the rankings 
were summarized and monitoring of the 
Ministry of Science and Education of Russia 
was carried out. Each ranking agency, in 
accordance with its rating methodology, 
uses different periods of  t ime for the 
analysis that underlie the published ranking 
results. In Tables  3  and 4  calculation 

“Returns from investments in promotion 
for 1 position” in the scope of this article 
also brought into line the periods analyzed 
by rating agencies with the data monitoring 
university corresponding to these periods. 
For example, the ranking agency Times 
Higher Education uses actual performance 
to prepare and publish the Times Higher 
Education World University Rankings 2024 
universities 2022. Therefore, to calculate 
the  e f fect iveness  o f  investments  for 
promotion on one position, the data of the 
Ministry of Science of Russia of monitoring 
of the activities of universities “Monitoring 
2023” are accepted, because it contains 
data on the income of the universities 
in 2022 (from the statistical form No.1 —  
Monitoring).

Scientists of the Ural Federal University 
propose the following approach: they 
compare information about the university 
budget for the year and the position of 
the universities in the ranking in the 
year being analyzed. The methodology 
proposed by them to estimate the “return 
on  investment  on  promot ion  by  one 
ranking position” for growth by one point 
in international ratings is calculated as 
the ratio of the amount of funding of the 
university to the difference between the 
lowest possible position in the rating to 
be analyzed and the position actually 
occupied by the University. Therefore, the 

“return” for each ruble invested in different 
ratings will be different due to different 
indicators used in the rating. For example, 
the growth of the university ratings used by 
THE requires greater financial investments 
than the growth in QS or national ratings 
(e.  g. RAEX). This is  confirmed by the 
number, places, and years of entry and 
dynamics of the movement of universities 
in the rankings (trends are presented in 
Table 3). Primary entry in the ranking also 
requires less financial costs than growing 
and strengthening the University’s ranking 
position. This illustrates the analysis of the 
results of the calculation of the return of 
investment on promotion on one position 
on the example of nine universities that 
successfully realize their promotion in the 
world rankings QS and THE (Table 3, 4).

According to the results of the analysis 
of development strategies, competitiveness 
i m p r o v e m e n t  p r o g r a m s ,  r e p o r t s  o n 
sustainable development of universities 
in  Russia  and the world, successful ly 
implementing promotion in the world 
rankings, identified four areas of activity for 
financing development and intensification 
of promotion to the world community:

•  educational;
•  scientific;
•  personnel;
•  reputational.
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However, the existing principles  of 
university funding generally focus on the 
university’s current level of functioning. 
Therefore, when planning to promote 
the rating positions of the university, it 
is  necessary to take into account the 
following:

•  the transformation of non-financial 
indicators into financial indicators in the 
medium term;

•  the possibility of determining the 
planned budget affecting the achievement 
of the sub-target in the medium term;

•  the  appl icat ion of  thresholds  for 
planned indicators;

•  t h e  e s t a b l i s h m e n t  o f  m i n i m u m 
profitability of paid educational and other 
services.

CoNClUsioN
The study of  development  strategies , 
programs to increase competitiveness, 
reports on sustainable development of 

univers i t ies  of  Russia  and the  world, 
successfully implementing promotion in 
the world rankings, did not reveal a stable 
re lat ionship  between the  volumes of 
funding of the university and its promotion 
in rankings. It is not the amount of funding, 
but the effective financial management and 
financial policy of the university, with the 
existing mechanism of public funding of 
universities, that currently determine the 
possibility of promoting the University in 
academic rankings. In these circumstances, 
direct competitive funding algorithms 
appear to be more effective in achieving 
the specific objective than regulatory 
funding. Russian universities seeking to 
advance in the ratings are focused on the 
combined application of mechanisms and 
sources of financing (normative financing, 
targeted subsidization, attracting new 
formats and types of financial support), 
which corresponds to modern international 
practice.
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iNtRodUCtioN
The industrial complex plays a key role 
in the development of the economy of 
Russian regions. It provides a significant 
part of their gross regional product, creates 
jobs, makes a significant contribution 
to the formation of budgetary provision 
of territorial systems. It has a significant 
impact on the social development of the 
regions where industrial enterprises are 
located, by creating favorable conditions 
for the development of infrastructure and 
the social sphere. Sverdlovsk region is one 
of the industrialized regions of Russia with 
a high level of concentration of industrial 
enterprises and their significant contribution 
to GRP. The socio-economic development of 
this region depends on the state and prospects 
of development of the industrial complex. It 
is based on enterprises of metallurgy and 
mechanical engineering, chemical, mining, 
food industry and transport.

In the current geopolitical situation, in the 
conditions of significant sanctions pressure on 
the Russian economy and restrictions on the 
import of foreign technologies and equipment, 
on which many Russian enterprises operate, 
the impossibility of their timely and high-
quality service, risks are formed in the 
economic and financial development of 
industries in the region. Transaction costs for 
enterprises increase, the cost of production 
of goods increases, equipment wear increases, 
and its breakdowns lead to the shutdown 
of production processes. All this affects 
the decrease in the quality of products, its 
competitiveness in the domestic and foreign 
markets. Restrictions imposed by foreign 
countries on the export of Russian producers 
within the framework of the sanctions policy 
lead to an increase in the limitation of working 
capital of enterprises, a decrease in their 
liquidity, an increase in their level of debt, 
and, as a result, a decrease in their financial 
stability. The limited financial resources 
and the difficulty of adapting enterprises to 
new conditions significantly increase the 

prospects for industrial failure. The cessation 
of production activities of a significant part 
of enterprises may negatively affect the 
development of certain industries, and this 
poses serious threats to the economic security 
of industrially developing regions, such as 
the Sverdlovsk region. In such conditions, the 
assessment of the prospects for bankruptcy 
not of individual enterprises, but of industries 
as a whole, becomes an important and 
urgent task. Analysis of the probability of 
bankruptcy of enterprises —  an essential tool 
for forecasting and counteracting the negative 
effects of global economic trends. Currently, 
there is no universal methodological approach 
to assessing the prospects for bankruptcy of 
industries and the industrial complex in the 
territorial system as a whole. This study is 
dedicated to its development.

theoRetiCal ReVieW
Multidimensional discriminant analysis is 
the main method of assessing the probability 
of financial insolvency of enterprises in the 
works of both Russian and foreign researchers. 
This method was used by V. M. Fedorov and 
A. S. Grisko in the development of a predictive 
model for crisis prevention at industrial 
enterprises of the machine-building complex 
of the Omsk region [1]. Their methodological 
approach was based on Model E. Altman 
[2] is the most common tool for financial 
diagnostics and forecasting the risks of 
bankruptcy of enterprises. This model was 
used by N.A. L’vov [3] when conducting 
financial diagnostics of Russian enterprises 
operating in developed and emerging 
markets, V. B. Popov and E. Sh. Kadyrov [4] 
when predicting the probability of bankruptcy 
of Russian enterprises. They analyzed the 
advantages and disadvantages of models 
of foreign authors, such as E. Altman [2], 
W. Beaver [5], R. Taffler and G. Tishow [6], 
as well as models from Russian authors. 
Multidimensional discriminant analysis 
was used in the works of M. A. Fedotova 
[7], O. P. Zaitseva [8]. They highlighted 
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the need to take into account specific 
indicators, taking into account the industry 
affiliation and scale of the enterprise’s 
activities, to increase the reliability of the 
methodology. Using multidimensional 
discriminant analysis of R. K. Sharma and 
N. Bhalla developed a model for predicting 
the financial instability of companies in the 
information technology sector in India [9], 
P. Kopchinsky assessed the bankruptcy risk 
of Polish joint-stock companies [10], and 
D. Verma and S. S. Raju predicted the default 
of large corporations [11].

The theoretical review of the studies 
showed that the methods used by both 
Russian and foreign researchers to predict 
the probability of bankruptcy of enterprises 
are not universal, as they do not take into 
account the industry specifics of the activities 
of enterprises, the territorial features of their 
location, researchers set standard thresholds 
to assess the probability of bankruptcy of 
enterprises of various types of economic 
activities, and this distorts the real picture 
of their financial condition. When using 
multidimensional analysis, the size of 
enterprises, spatial aspects of their location, 
their importance for the development of a 
particular territorial system are not taken into 
account. The thresholds used by researchers 
to assess the probability of bankruptcy of 
enterprises are determined expertly and this 
contributes to the increase in the subjectivity 
of the results obtained. The integral indicators 
of the probability of bankruptcy of enterprises 
used by researchers are calculated on the 
basis of data for the last reporting period, 
the dynamics of changes in this probability 
in the past are not taken into account, and 
this reduces the reliability of the forecasts 
generated.

METHODOLOGICAL APPROACH  
TO ASSESSING THE PROSPECTS  

OF BANKRuPTCY OF INDuSTRIES
The methodological approach presented 
i n  t h e  wo r k  i s  a i m e d  a t  e l i m i n a t i n g 

the  restr ict ions  of  mult idimensional 
discriminatory analysis noted above when 
assessing the probability of bankruptcy 
of enterprises of various industries in 
the territorial system. The basis of this 
methodological approach is formed by the 
five-factor model E. Altman (1), characterized 
by high accuracy of forecasting the financial 
insolvency of enterprises (up to 94%) and the 
breadth of coverage of factors:

 � 1� ,2* 1� 1� ,4 * 2� �3,3* 3� �0,6* 4� � 5Z X X X X X= + + + + ,  (1)

where Х1 —  ratio of working capital to the sum 
of all assets of the enterprise; Х2 —  ratio of 
retained earnings to the amount of assets of 
the enterprise; Х3 —  ratio of operating profit 
to the amount of enterprise assets; Х4 —  ratio 
of the market value of shares to the amount of 
all liabilities; Х5 —  ratio of revenue to the sum 
of all assets of the enterprise.

Its main advantage is that it takes into 
account factors that reflect various aspects 
of the company’s activities and this makes 
the methodology more universal. At the same 
time, the model has an important limitation —  
it can be used to assess the probability of 
bankruptcy of only large enterprises whose 
shares are traded on the stock market and 
is practically not applicable to most small 
and medium-sized enterprises. And this 
significantly distorts the actual dynamics 
of the financial stability of industries. When 
assessing the prospects for bankruptcy of 
industries, it is important to take into account 
the entire set of functioning enterprises. 
Therefore, the Altman model was modified 
by us by eliminating the X4 factor, reflecting 
the ratio of the market value of shares to the 
obligations of the enterprise.

At the initial stage of the study, the 
modified Altman model is proposed to be used 
to calculate the probability of bankruptcy of 
enterprises in various industries. To assess the 
prospects for bankruptcy of each industry, it is 
proposed to calculate the average values of Z 
statistics for the entire set of enterprises (2):
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                1 2
n

i i i i nZ Z Z Z Z+ += ⋅ ⋅ ⋅…⋅⋅ ,  (2)

where iZ  —  average geometric value Z of 
statistics for the entire set of enterprises of a 
certain industry at a time; iZ  —  Z value of 
statistics for a single industry enterprise; n —  
total number of enterprises in the industry.

This approach will allow to analyze the 
dynamics of the financial solvency not of 
individual enterprises, but of each industry 
as a whole, establish the prospects for their 
bankruptcy in the future and determine 
sectoral priorities for state support for their 
development, which are so necessary for the 
development of industrial policy concepts 
and strategic programs at the regional level. 
To take into account industry and spatial 
specifics, it is proposed to use non-standard 
thresholds proposed by E. Altman, and the 
values calculated using standard deviations 
from the average value for all enterprises of 
the industry for the period under review from 
1999 to 2022 (Fig. 1).

This will avoid subjectivity in assessing the 
likelihood of bankruptcy of enterprises and 
use threshold values specific to a particular 
industry in a particular territorial system. 

According to the methodology of E. Altman, 
a high level of probability of bankruptcy 
is observed in enterprises with Z values of 
statistics less than 1.8, which corresponds to 
the “red” zone in Fig. 1. To take into account 
the industry specifics of enterprises and 
calculate the individual threshold value of 
the high-risk bankruptcy zone of enterprises 
for each industry, it is proposed to use the 
formula (3):

       
( ) 1* * *�n

i it it t t tnZ Z Z Z Z+< − δ = … −  

                    —  ( )2

1

1

n

t iti
Z Z

n
=

−

−
∑ ,  (3)

where � iZ  — Z value of statistics for a single 
industry enterprise; tZ  —  average geometric 
value of Z, calculated for enterprises of a 
certain industry in the subject of the Russian 
Federation at a time; itZ  —  average geometric 
value Z  of  statistics calculated for all 
enterprises of the industry in the subject of 
the Russian Federation for the analyzed period 
of time; itδ  —  average value of the standard 
deviation of Z statistics for all enterprises of 

 
Fig. 1.  Zones of Probability of Bankruptcy of Industries
Source: Compiled by the authors.
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the industry in the subject of the Russian 
Federation for the entire period of time; n —  
duration of the time series.

As a result of this approach, enterprises with 
Z statistics values below the average by one 
standard deviation will be in the zone with a high 
probability of bankruptcy (δit). A low level of 
probability of bankruptcy, respectively, will be 
observed in the “green” zone (Fig. 1) in enterprises 
with Z statistics values exceeding the industry 
average by one standard deviation. The 
uncertainty zone in assessing the probability of 
bankruptcy of enterprises according to the Altman 
method corresponds to the intermediate values 
between the “red” and “green” zones. Studies 
using this model show that a significant part of 
the evaluated enterprises fall into this zone and 
the use of standard thresholds introduced by 
Altman creates difficulties in the study of their 
financial viability. For a more accurate assessment 
of the prospects for bankruptcy of enterprises, 
this methodological approach proposes the 
allocation of a zone with a moderate (average) 
level of probability of bankruptcy of enterprises 
( itZ ), as well as two additional risk zones (with 
increased and reduced probability). An increased 
level of probability of bankruptcy according to 
this approach will be observed in enterprises 
whose statistics Z value is below the average level 
calculated for all enterprises in the industry for 
the entire period under review from 1999 to 2022, 
but does not reach the standard deviation from 
the average (4):

                        ( )it it i itZ Z Z− δ < < .  (4)

The reduced level  of  probabil ity  of 
bankruptcy of enterprises, respectively, will 
be determined in the range of values from the 
middle level to the upper limit of the spread 
of values determined using the standard 
deviation. The allocation of a reduced and 
increased level of bankruptcy probability 
increases the sensitivity of assessing the 
prospects for bankruptcy of industries. The 
methodological approach proposed in the 
work allows a more correct approach to 

the assessment of the financial viability of 
enterprises —  to take into account their size, 
sectoral and spatial specifics, differentiation 
of the levels of probability of their bankruptcy. 
Its novelty is the use of individual thresholds 
calculated for each industry, based on the 
dynamics that has been observed for all 
enterprises over a long period of time. This 
approach eliminates the subjectivity of 
assessments, which is characteristic of most 
studies using multidimensional discriminant 
analysis. Its novelty also lies in the use of tools 
for dynamic analysis of bankruptcy prospects. 
Calculation of Z statistics in dynamics makes 
it possible to establish patterns of changes in 
the probability of bankruptcy of enterprises 
during periods of increasing crisis phenomena 
in the economy and its recovery.

Spatial features of the placement of 
enterprises are also important in assessing the 
prospects for bankruptcy of industries. And 
in part, the approach proposed in the work 
takes them into account when calculating 
individual thresholds for each industry of the 
probability of bankruptcy of enterprises. It is 
obvious that in each territorial system, the Z 
values of statistics for enterprises of the same 
industry will differ, which means that the 
thresholds of the probability of bankruptcy 
of enterprises in different territorial systems 
will also differ. The spatial features of the 
location of enterprises are most fully disclosed 
when assessing the prospects for bankruptcy 
of the entire industrial complex of the 
territorial system. Each territory is unique and 
distinguished by its unique industry structure. 
And the adjustment of the calculated Z values 
of the probability of bankruptcy of industries 
for their share in the industry structure of the 
territory would allow to take into account the 
spatial features of the development of the 
industrial complex (5):

                  i i in nZ X Z X Z= ⋅ +…+ ⋅ ,  (5)

where Z  —  value Z of a statistic calculated for 
all enterprises of an industrial complex in the 
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subject of the Russian Federation at a certain 
time;  iZ  —  average geometric value of Z, 
calculated for enterprises of a certain industry 
in the subject of the Russian Federation at a 
time; iX  —  weighted average for a certain 
period of time specific weight of industry i in 
the structure of the industry of the subject of 
the Russian Federation.

To level the random changes observed 
in the dynamics of the sectoral structure 
of territorial systems and use its really 
established proportions, it is advisable to use 
the weighted averages for a certain period 
of time, for example, the last 5–7 years, 
coefficients reflecting the occupied share of 
industries in its structure. Since individual 
thresholds are used to interpret the results 
of the assessment of the financial viability 
of industries, summing up the results of this 
analysis throughout the industrial complex 
requires the calculation of thresholds 
generalized for all industries. To generalize 
them, it is proposed to use a standard 
approach —  the calculation of average values.

Assessment of the prospects of bankruptcy 
of the industrial complex of the territorial 
system in general and its industries in 
particular, a comparison of their dynamics will 
help to establish those areas of production 
activities of enterprises, Currently in a difficult 
financial situation and requiring increased 
attention and support from public authorities.

ResUlts
The developed methodological approach 
to assessing the prospects for bankruptcy 
of industries was tested on the example 
of an industrially developed region —  the 
Sverdlovsk region. The main branch of its 
specialization is metallurgical production, 
the weighted average share of which in the 
industry structure over the past seven years 
(from 2016 to 2022) was 46.6%. A significant 
share in the industry structure of the region 
is occupied by the production, distribution of 
electricity, gas, water (10.2%), production of 
vehicles (7.2%), finished metal products (7.1%) 

and food products (6.1%). The calculation of 
Z statistics and thresholds showed that these 
industries are in a difficult financial situation 
and have an increased level of probability of 
bankruptcy. In many branches, the Altman 
curve has approached the red zone (Fig. 2).

In the metallurgical production industry 
in 2022, Z statistics reached 1.16 at a critical 
level of 1.01 for this industry, indicating 
a significant probability of bankruptcy of 
enterprises. During the periods of financial 
and economic crisis, which was observed in 
2009, significant sanctions pressure in 2014, 
the coronavirus pandemic in 2020–2021, this 
curve crossed the specified threshold and 
was in the red zone of high risk of loss of 
financial solvency by enterprises. Currently, 
such large metallurgical enterprises of the 
Sverdlovsk region are in the field of increased 
financial risks as JSC “Svyatogor” (in 2022 
the Z value of Altman’s statistics reached 
the level of 0.97), PJSC “Revdinsky Non-
Ferrous Metals Processing Plant” (1.4), JSC 

“Seversky Pipe Plant” (1.23), JSC Ural Mining 
and Metallurgical Company (1.06), JSC “UMK-
Steel” (1.17) and JSC “Kamensk-Ural Metall 
Metallurgical Plant” (0.6). Small metallurgical 
enterprises in the region are in the most 
difficult financial situation —  69 enterprises 
out of 240 are located in the red zone with the 
highest level of bankruptcy and 29 —  in the 
zone of increased probability. Metallurgical 
production forms the basis of the industrial 
complex of the Sverdlovsk region, makes a 
significant contribution to the formation of 
its GRP and the deterioration of the financial 
stability of metallurgical enterprises, which 
is currently observed, has a negative impact 
on the pace of economic development of the 
region.

The Z values of statistics in the enterprises 
of the electricity, gas and water production 
and distribution industry throughout the 
period under review from 1999 to 2022 were 
close to zero. The use of standard Altman 
thresholds to interpret the results of the 
assessment of the probability of bankruptcy of 
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this industry in the region would lead to false 
conclusions, to the conclusion that enterprises 
are in a deep financial crisis. However, it 
should be noted that most large and medium-
sized enterprises in this  industry are 
financially stable and have an extremely low 
level of probability of bankruptcy. The Z values 
of statistics calculated in the industry as a 
whole were influenced by small enterprises 
with an extremely unstable  f inancial 
situation. Their predominance in the industry 
(497 enterprises) contributed to obtaining 
near-zero Z values of statistics. The use of 
individually calculated thresholds for this 
industry, presented in Fig. 2, made it possible 
to draw more correct conclusions about the 
probability of bankruptcy of enterprises in 
the industry: there are increased risks of loss 
of financial solvency by enterprises and they 
have been increasing significantly since 2012. 
The high level of dependence of enterprises 

on foreign technologies, equipment and the 
growth of foreign currency quotations had a 
negative impact on their financial stability.

An increased level of probability of 
bankruptcy is also observed in enterprises 
engaged in the production of non-metallic 
products (Fig. 2). However, the situation in this 
industry is not as critical as in metallurgical 
production. In 2022, Z statistics calculated 
for industry enterprises approached the 
average level of probability of bankruptcy 
of enterprises. Moreover, for a significant 
part of the period under review, the values 
of this indicator were in a reduced risk zone. 
A significant decline in the dynamics of Z 
statistics, indicating an increase in the risks 
of bankruptcy of industry enterprises, was 
observed during periods of economic turmoil 
2008–2009, 2014–2015, 2018–2021. Currently, 
the financial situation of enterprises engaged 
in the production of finished metal products 

 
Metallurgical production  

Production and distribution of electricity, gas and 
water 

 

 
Production of other non-metallic mineral products 

 

 
Production of finished metal products 

 Fig. 2. dynamics of Z statistics for industries in the sverdlovsk Region with an increased level 
of Probability of Bankruptcy of Enterprises
Source: Compiled by the authors.
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is improving and it is quite possible that 
next year this industry will move to the 
category with a reduced risk of bankruptcy of 
enterprises.

A similar dynamics of Z statistics was 
observed in the production of other non-
metallic mineral products and currently 
enterprises in this industry are characterized 
by an increased level of probability of 
bankruptcy. However, unlike manufacturers 
of metal products, the difficult financial 
situation of these enterprises has been 
observed over the past 10 years, the values 
of Altman statistics fluctuate in the zone 
of increased probability of bankruptcy. Not 
only small, but also a significant part of the 
average revenue of enterprises are in the most 
vulnerable position. These include: plant LLC 
“Atomstroycomplex Cement” (with a value of 
Z statistics 0.1 in 2022), LLC “BETONSTROY” 
(–31.1), LLC “ZAPSIBNEFTESTROY” (1.2), 
LLC “Severouralsky ZhBK Plant” (1.1), LLC 

“Isetsky Granite” (1.6), LLC “Monolit” (–0.6). 

At the same time, the financial situation of 
enterprises producing other non-metallic 
mineral products improved significantly 
by 2022, and the value of Z statistics for the 
industry as a whole reached the average 
level. Enterprises in this industry have good 
prospects for development in the future, since 
the National Project “Safe and Quality Roads” 
is currently being implemented in the urban 
agglomerations of the region, which involves 
the construction of new roads, infrastructure 
facilities, and this will significantly increase 
the demand for  products  of  industr y 
enterprises.

The Z-dynamics study of Altman statistics 
showed that the most difficult financial 
situation is found in enterprises engaged 
in food production, electrical equipment, 
chemical production and mining (Fig. 3). The 
values of this indicator in these industries are 
in the red zone with a high level of probability 
of bankruptcy of enterprises. And if in 
chemical production and mining this level 

 
Food production 

 
Mining 

 
Chemical production 

 
Manufacture of electrical equipment 

 Fig. 3. dynamics of Z Statistics for Industries in the Sverdlovsk Region with a High Level of Probability 
of Bankruptcy of Enterprises
Source: Compiled by the authors.
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was reached by enterprises only in 2022, then 
in food production it has been observed for 5 
years. In the critical zone with a very high level 
of probability of bankruptcy (Z statistics below 
1.24 for this industry) there are such large 
enterprises as: JSC “Zhirovoy Combine” (0.33), 
LLC “KDV Nizhny Tagil” (1.19). An increased 
level of probability of bankruptcy is observed 
in JSC Food Combine “Khoroshii Vkus” (1.69), 
JSC “SMAK” (1.49). The food industry occupies 
a significant share in the sectoral structure 
of the Sverdlovsk region (6.1%) and ensures 
food security of the region, therefore, the 
bankruptcy of enterprises in this industry is 
simply unacceptable.

Mining is not the leading branch of 
specialization in the region, its share in 
the industry structure on average for the 
period from 2016 to 2022 did not exceed 
4%. However, its importance for the region 
is very great —  it is closely interconnected 
with the metallurgical complex and the 
production of non-metallic mineral products. 
Among large enterprises, a high level of 
probability of bankruptcy is observed in LLC 

“Mechanoremontnyi Complex” (the value of 
Z statistics in 2022 was 0.39), LLC “Saratov-
Cement” (0.01), JSC “EVRAZ Kachkanar 
Mining and Processing Plant” (–4.98). In 

the zone of high risk of bankruptcy, as the 
calculations of Z statistics showed, there are 
141 out of 463 small enterprises with revenues 
of up to 198 million rubles. And this forms 
significant risks for the future development of 
the mining industry in the region.

Chemical production enterprises are also 
in a difficult financial situation, as evidenced 
by the dynamics of the Altman curve, which 
reached a critical value of 1.2 in 2022 (Fig. 3). 
The highest level of probability of bankruptcy 
is observed in small enterprises, whose share 
in the industry according to 2022 is 96%. 
Since 2008, the probability of bankruptcy of 
enterprises in the field of electrical equipment 
production has increased significantly (Fig. 
3). The development of this industry is under 
considerable pressure: the increasing cost of 
imported equipment used by enterprises due 
to the growth of foreign currency quotes, as 
well as the restriction of imports of high-tech 
equipment. Industry enterprises in the region 
are very dependent on foreign components 
that are used in the production of electrical 
equipment, and the difficulties arising in the 
process of their purchase and transportation 
due to sanctions restrictions and broken 
logistics chains significantly increase the cost 
of their products, which ultimately affects 

Fig. 4. dynamics of Z statistics for all enterprises industrial Complex of the sverdlovsk Region 
for the Period from 1999 to 2022
Source: Compiled by the authors.
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the decrease in the financial stability of 
industry enterprises. Small enterprises were 
in the most difficult financial situation: a 
high level of probability of bankruptcy (below 
the threshold of 1.76) is observed in 204 out 
of 624 enterprises, and an increased level of 
probability of bankruptcy (with Z < 2.37) —  39 
enterprises.

In the most stable financial position, 
with Z values of statistics in the zone with a 
reduced level of probability of bankruptcy of 
enterprises are such industries as: mechanical 
engineering, production of vehicles, rubber 
and plastic products, textile and clothing 
production, as well as wood processing and 
production of wood products. In the vehicle 
industry, only a small part of small businesses 
are experiencing financial difficulties (26 out 
of 126). An increased level of probability of 
bankruptcy (with Z < 2.13) is observed only 
in some enterprises producing rubber and 
plastic products, in particular: LLC “Polymer 
Technologies” (–0.93), LLC “Ural Tire Plant” 
(1.52), PJSC “Ural Plant RTI” (1.66), LLC 

“Ural Plant of Lining RTI” (2.1). In the field 
of woodworking and production of wood 
products, increased risks of bankruptcy 
(at a value of Z < 1.93) are observed in PKF 
Prominvest LLC (0.94) and in JSC Turin Pulp 
and Paper Mill (1.52). The textile and clothing 
industry is the only one in the region that was 
not significantly affected by the financial and 
economic crisis of 2009 and the sanctions 
pressure that began in 2014. The Z values 
of Altman’s statistics for enterprises in this 
industry for a long period, from 2007 to 2022, 
were located in a zone with a reduced level of 
probability of bankruptcy (above 1.64). The 
development prospects of enterprises in this 
industry, taking into account the reduced 
competition in the textile market due to the 
withdrawal of foreign manufacturers from 
the country, are good, the probability of 
bankruptcy of enterprises in this industry in 
the future is very low.

To assess the risks of bankruptcy of 
enterprises of the entire industrial complex 

of the Sverdlovsk region as a whole, the 
average geometric levels of Z statistics 
for all industries were summed up with 
the use of weighing coefficients, based 
on the averages for the period from 2016 
to 2022, characterizing the share of a 
particular  industry in the production 
structure. Calculations of Z statistics showed 
that currently the risks of bankruptcy of 
enterprises as a whole of the entire industrial 
complex of  the Sverdlovsk region are 
significantly increasing. The Altman curve 
has approached a critical threshold indicating 
a high level of probability of bankruptcy of 
enterprises (Fig. 4).

The industrial complex of the region did not 
recover after the financial and economic crisis 
of 2009, and this is evidenced by the dynamics 
of Z statistics, which until 2022 fluctuated in 
the zone of increased risks of bankruptcy of 
enterprises. The dynamics of this indicator, 
shown in Fig. 4, indicates the current phase 
of recovery of the industrial complex after 
the coronavirus pandemic. The same phase 
of recovery was observed in 2015 after the 
introduction of severe sanctions restrictions 
and in 2010 after the financial and economic 
crisis. Therefore, it is quite possible to expect 
the restoration of the financial stability of 
industrial enterprises in the region in the next 
4–5 years, the achievement of the Altman curve 
of the moderate risk zone (values Z = 1.46).

CoNClUsioN
T h e  p a p e r  p r e s e n t s  t h e  a u t h o r ’ s 
methodological approach to assessing the 
prospects of bankruptcy of enterprises 
in various industries, involving the use of 
multidimensional discriminant analysis 
of the dynamics of development not of 
individual enterprises, but of their totality, the 
calculation of individual threshold values for 
the correct interpretation of the results and 
taking into account the industry specifics of 
the territorial system.

The industrial complex of the Sverdlovsk 
region is currently located in a zone with 
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an increased probability of bankruptcy of 
enterprises. Enterprises in the food production, 
electrical equipment, chemical production 
and mining industries are in the most critical 
condition. Increased risks of loss of financial 
solvency are observed in the industries of 
metallurgical production, production of 
finished metal products, as well as other 
non-metallic mineral products, production 
and distribution of electricity, gas and water, 

which prevail in the industry structure of the 
region. These industries require state support 
in the implementation of industrial policy at 
the federal and regional levels.

The results obtained in the future will be 
used for regression analysis of internal and 
external factors in the formation of industry 
bankruptcy risks and the development of 
multivariate scenarios for changing its 
dynamics in the future.
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iNtRodUCtioN
Many business entities use credit sources of 
financing for their activities: loans from credit 
institutions (banks and NCOs); loans from 
microfinance organizations; loans from non-
specialized entities (legal entities or individual 
entrepreneurs who do not specialize in lending; 
loans from participants (shareholders) or other 
affiliates). There is a huge variety of credit and 
borrowing relations: in form, subjects of the 
transaction, security, payment, etc. [1].

Credit and borrowing relations between 
business entities can be of a market nature, 
but there are situations when the terms of 
borrowed relations are more favorable than 
those in the open market (such conditions 
may be between affiliates) [2]. There are also 
situations in which the conditions for the 
provision of credit resources are liable for 
the borrower (“a transaction on extremely 
unfavorable terms, which the person was forced 
to make due to difficult circumstances than 
the other party took advantage of (bondage 
transaction)”), determined by such paragraph 3 
of Art. 179 Civil Code of the Russian Federation 
[3].

The rate on credit and borrowing relations 
has a significant impact on the development 
of the economy in the world as a whole and 
in individual countries; lending conditions 
affect the investment activity of enterprises, 
investment mechanisms in capital investments 
and investments in securities [4, 5]. It should 
be noted that the formation of interest rates 
is influenced by various factors, for example, 
the global financial and economic crisis [6, 7], 
the COVID-19 pandemic [8]. In Russia, the 
size of interest rates was also influenced by 
sanctions against Russia by many economically 
developed countries of the world [9]. Inflation 
also plays an important role in the formation 
of interest rates, which in Russia can have 
different meanings from year to year. The 
high interest rate on credit and borrowing 
relations is one of the factors of stagnation of 
the country’s economy [10–12]. It should be 
noted that in economically developed countries, 

where inflation is significantly lower than in 
Russia, base rates on credit relations are more 
stable [13]. Over the past one and a half to 
two years (since the beginning of 2022, which 
correlates with the SMO in Russia) and in 
economically developed countries, the LIBOR 
rate has increased, and with it the interest 
rates on credit and borrowing relations. But 
even taking into account increased inflation 
in economically developed countries over the 
past one and a half to two years, the interest 
rate on reliable loans, as a rule, does not exceed 
5–6% per year. Of course, the interest rate on 
credit and debt relations due to its importance 
for macroeconomic processes in the country is 
subject to control and regulation at the state 
level [5, 14, 15].

Through the regulation of credit and 
borrowing relations, the state influences 
economic processes, seeking to improve the 
financial situation of economic entities and 
the population of the country [16]. That is why 
there is a need for an in-depth study of the 
conditions of interaction within the framework 
of credit and borrowing relations.

The study was carried out on the basis of 
an analysis of the norms of relations between 
economic entities, taking into account the 
conditions for the implementation of state 
support in socially significant spheres of the 
economy. In order to study the payment of debt 
obligations, the author also analysed the rules 
of tax legislation. Judicial acts are considered, 
which reveal the facts of the use of relationship 
conditions other than their use in the open 
market. The article analyses the reasons for 
the existence of terms of credit and borrowing 
relations other than economically justified 
ones: interaction of affiliated persons, bonded 
terms of the transaction.

The rates on credit and borrowing relations, 
which are offered to potential borrowers 
for economic activities by specialized 
credit and borrowing organizations (banks, 
entrepreneurship support funds, etc.) have also 
been analyzed. The author revealed that the 
trends in interest rates on credit and borrowed 
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funds are correlated with the limits of the 
rates defined in this study. At the same time, 
when the key rate changes in the appropriate 
proportion, the rates on credit and borrowing 
relations also change.

The purpose of the study is to determine 
the upper and lower limits of the economically 
justified interest rate on debt obligations, 
taking into account the main conditions 
of credit and borrowing relations: security, 
urgency, frequency of payments, availability 
(absence) of state support measures, etc.

To achieve this goal, the authors solve the 
following tasks in the study:

•  to determine the main criteria and 
conditions of credit and borrowing relations 
affecting the formation of the interest rate on 
credit and borrowing relations;

•  to analyze the reasons for the existence of 
conditions of credit and borrowing relations, 
different from economically justified ones: 
interactions of affiliated persons, edged terms 
of the transaction;

•  to identify the main boundaries of interest 
rates, taking into account the contractual terms 
of debt obligations between economic entities.

RESEARCH PART
Analysis of the compliance of the conditions for 
obtaining debt obligations with the conditions 
of open market relations may be relevant in the 
following cases.

1. When carrying out tax control or 
procedures to prepare an economic entity 
for a tax audit (by an auditor, an internal or 
independent auditor, etc.). The procedure for 
calculating interest on debt obligations (when 
calculating the income tax base) is defined in 
Art. 269 Tax Code of the Russian Federation. 
Similar principles of tax control are also 
implemented in respect of debt obligations 
for entities applying the Simplified Taxation 
System (Chapter 26.2 of the Tax Code of the 
Russian Federation). At the same time, tax 
legislation pays attention to tax control in 
the interaction of interdependent (affiliated) 
persons (section V.1 of the Tax Code of the 

Russian Federation). At the same time, the 
norms of the Russian current legislation 
provide for the possibility of providing 
interest-free borrowed funds. However, the 
tax authorities may consider an interest-
free loan as a potential (in terms of taxation) 
income for the lender. The lender’s income 
under the interest-free loan agreement can 
be determined in the amount of interest that 
would have been received on comparable terms 
at an economically reasonable rate (see the 
letter of the Ministry of Finance of Russia from 
27.05.2016 No. 03–01–18/30778).

2. When analyzing transactions during the 
bankruptcy procedure. The debt obligations of 
the bankrupt debtor (in case of non-compliance 
with their  market conditions) may be 
reclassified by the court into other (not credit 
and borrowed) relations. The issuance of a 
participant’s loan to an established (dependent) 
company does not indicate corporate relations, 
but taking into account the real circumstances 
of the case, the court has the right to reclassify 
the loan relations into relations regarding 
the increase in the authorized capital 
[recapitalization of the subsidiary (dependent) 
company]. This possibility is due to the 
current legislation of paragraph 2 of Art. 170 
of the Civil Code of the Russian Federation 
or according to the rules on circumvention 
of the law [paragraph 1 of Art. 10 of the Civil 
Code of the Russian Federation, para. 8 of Art. 
2 of the Federal Law of 26.10.2002 No.127 
“On Insolvency (Bankruptcy)”]. The relevant 
legal position is specified in the ruling of the 
Supreme Court of the Russian Federation from 
06.07.2017 No. 308-ES 17–1556.

3. If signs of deliberate bankruptcy are 
revealed. The use of borrowed funds with an 
increased interest rate can be used to withdraw 
assets through affiliates or “one-day” firms.

4. When bondered transactions are 
invalidated in court. According to Art. 179 
of the Civil Code of the Russian Federation 
provides for challenging transactions if the 
borrower has received debt obligations on 
extremely unfavorable terms.
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5. When implementing financial and 
analytical procedures necessary to make 
various management decisions related to 
business reorganization, obtaining additional 
credit funds or property in leasing, when selling 
a business, etc.

6. When exercising control functions by the 
state, including for compliance with antitrust 
legislation, determining the relevance and 
necessity of implementing state support 
measures for socially important sectors of the 
economy.

7. In the course of the activities of internal 
auditors, audit commissions, independent 
auditors carrying out appropriate audits of 
economic activities of organizations.

The importance of analyzing the compliance 
of the terms of credit and borrowing relations 
with the market is very high. Based on the 
scientific turnover, the established practice 
of business turnover and the norms of the 
current legislation, the terminology “market 
interest rate on credit and loan relations” is 
not provided. It should be noted that the 
scientific literature [9], the established judicial 
practice (see, for example: Resolution of the 
Praesidium of the Supreme Arbitration Court 
of the Russian Federation from 03.08.2004 
No. 3009/04, Resolutions of the Federal 
Antimonopoly Service of the North-Western 
District from 14.12.2006 No. A66–6512/2006 
and the Far Eastern District from 24.01.2007, 
17.01.2007 No. F03-A73/06–2/5259) and 
explanations of the authorities (see, for 
example: letters of the Ministry of Finance of 
Russia from 09.08.2005 No. 03–03–04/2/44, 
from 14.03.2007 No. 03–02–07/2–44, from 
12.04.2007 No. 03–02–07/1–171) the concept 
of “market conditions” regarding the interest 
rate on credit and borrowed relations does not 
apply. This is due to a number of reasons.

The bet itself is one of the elements 
(important, but not the only one) in such a 
relationship. Interest on debt obligations is the 
borrower’s payment to the lender for the use 
of funds or other things for a certain period of 
time.

The interest rate on debt obligations is set 
taking into account the following conditions:

•  the availability of protective measures for 
the repayment of credit and borrowed funds, 
including through collateral;

•  the level of financial stability of the 
borrower, including the high or low probability 
of the borrower’s bankruptcy;

•  the amount (size) of the loan (credit, loan), 
taking into account the scale effect;

•  the term of provision of credit and 
borrowed funds;

•  the frequency of interest accrual and 
cancellation (monthly, quarterly, once a year, 
at the end of the term, etc.);

•  the frequency of repayment of the body of 
the provided credit and borrowed funds;

•  the ability to control the intended use 
of borrowed funds, monitor the financial 
condition of the borrower before repayment of 
the debt, etc.;

•  the availability of targeted state (regional, 
local) targeted programs to support socially 
important areas of activity through the 
provision of borrowed resources on preferential 
terms (for example: targeted programs to 
support agriculture, small businesses, export-
oriented industries, IT entities, etc.)

•  the amount of sanctions for improper 
fulfillment of obligations under the contract;

•  other conditions.
The analysis of various conditions and 

factors in the formation of credit and 
borrowing relations has led to the creation of 
various tools for determining interest rates on 
credit and borrowing relations [17–19]. When 
developing and implementing tools for setting 
the interest rate on credit and borrowing 
relations, specialists take into account the basic 
criteria and conditions for the provision of debt 
obligations, trying to take into account all 
possible risks when determining the rate. For 
the unification and uniformity of interest rate 
formation, specialized credit and borrowing 
organizations develop internal documents 
regulating the procedure for setting interest 
rates [20].
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The inadmissibility of the use of the term 
“market conditions” in relation to the interest 
rate on credit and borrowing relations has led 
to the expediency of introducing the concept 
of “economically justified interest rate on 
credit and borrowing relations”, which can be 
perceived as a kind of economic analogue of the 
market value of the interest rate on credit and 
borrowed relations.

Economically reasonable interest rate on 
credit and borrowing relations is the most likely 
interest rate at which cash (or other property that 
can be provided on borrowed principles) can be 
provided taking into account the main essential 
conditions [(Availability (absence) of interim 
measures for the return of credit and borrowed 
funds, the level of financial stability of the 
borrower, the amount of the loan (credit, loan), 
the term of provision of credit and borrowed 
funds, the frequency of accrual and repayment 
of interest, the frequency of the repayment of 
the body of the provided credit and borrowed 
funds itself, the amount of sanctions for 
improper performance of contractual relations, 
the possibility (impossibility) of controlling 
the targeted use of credit and borrowed funds, 
the possibility (impossibility) of monitoring 
the financial condition of the borrower before 
repayment of the debt and other conditions] on 
the principles of urgency, payment, return on 
the open market in a competitive environment, 
when the parties to the transaction act 
reasonably, with all the necessary information, 
and the terms of the transaction do not reflect 
any extraordinary circumstances, i. e. when:

•  one of the parties to the transaction is not 
obliged to provide credit and borrowed funds, 
and the other party is not obliged to accept 
credit and borrowed funds;

•  the parties to the transaction are well 
aware of the subject of the transaction and act 
in their own interests;

•  informat ion  on  the  terms  of  the 
transaction is presented on the open market;

•  the interest rate on credit and loan 
relations is a reasonable reward for the use of 
funds (or other property);

•  there  was  no coercion to  make a 
transaction against the parties to the 
transaction from any party;

•  payment at the interest rate on credit and 
borrowing relations is expressed in cash [2].

It should be noted that in some cases, the 
parties on debt obligations may be able to carry 
out a transaction on terms that are impossible 
for other entities, for example: borrowed 
relations in a credit cooperative (deals with 
shareholders of the cooperative), borrowed 
relations of certain categories of economic 
entities under certain state target programs 
to support various categories of economic 
entities [deals on preferential terms or with 
compensation (subsidy) from budget funds 
of interest (in whole or in part) on borrowed 
funds].

But let’s go back to the terms of credit and 
loan relations for entities operating in the open 
market.

The borrower is looking for borrowing 
conditions (receiving a loan) with a minimum 
(if possible, other things being equal) rate, and 
the lender is looking for borrowing conditions 
(loan) with the maximum (if possible, other 
things being equal) rate.

In fact, there is another economic restriction 
for the lender: it is impractical and ineffective 
to provide own funds in a loan at a rate below 
the inflation rate (consumer price index), as 
there is (in case of inflation) impairment of 
money (asset): after the return of the loan with 
interest, the amount of which is lower than 
the inflation rate, the lender will not only not 
receive additional income, but will also have 
an asset less (in terms of its purchasing power) 
than before the loan.

Accordingly, the loan rate below the inflation 
rate in the country cannot be economically 
feasible. An exception may be in the following 
cases:

•  the entity providing credit and borrowed 
funds has a source of external financing 
(borrowed funds), the payment (expenditure) 
of which is lower than the rate of funds issued 
to the borrower;
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•  the entity providing credit and borrowed 
funds participates in state target programs 
aimed at supporting certain categories of 
economic entities (agriculture, small or 
medium-sized businesses, etc.) and receives 
targeted public funds for the issuance of credit 
and borrowed funds on preferential terms 
(or receives state subsidies for compensation 
for preferential lending);

•  the entity providing credit and borrowed 
funds is a non-profit organization and has the 
right to provide borrowed funds (for example: 
credit cooperatives, entrepreneurship support 
funds, etc.).

Let’s study the definition of reasonable 
boundaries (corridor) of the economically 
justified interest rate on debt relations.

The refinancing rate (lending rate) of the 
Central Bank of the Russian Federation can be 
considered as a basis in credit and borrowing 
relations. This conclusion can be reached by 
analyzing Art. 317.1 and 809 of the Civil Code 
of the Russian Federation.

According to paragraph 1 of Art. 317.1 of the 
Civil Code of the Russian Federation “Interest 
on the monetary obligation” “in cases where 
the law or contract provides that interest 
is accrued on the amount of the monetary 
obligation for the period of use of funds, the 
amount of interest is determined by the key 
rate of the Bank of Russia (legal interest) in 
force in the relevant periods, unless another 
amount of interest is established by law or 
contract”.

A similar norm in its essence is specified in 
paragraph 1 of Art. 809 of the Civil Code of the 
Russian Federation “unless otherwise provided 
by law or loan agreement, the lender has the 
right to receive interest from the borrower for 
the use of the loan in the amount and in the 
manner specified in the contract. If there is 
no condition in the contract on the amount of 
interest for the use of the loan, their amount 
is determined by the key rate of the Bank of 
Russia in force during the relevant periods”.

Let’s consider the legal and economic 
essence of the Bank of Russia interest rate.

Refinancing interest rate (counting rate) —  
the interest rate when the Central Bank 
provides loans to commercial banks. It is also 
used for taxation and calculation of penalties 
and fines. It was introduced on 1 January 1992.

The key rate is the interest rate on the main 
operations of the Bank of Russia to regulate the 
liquidity of the banking sector. It is the main 
indicator of monetary policy. It was introduced 
by the Bank of Russia on 13 September 2013.

“The key rate of the Bank of Russia affects 
market interest rates, on which the tendency of 
economic entities to consume or save depends” 
[see “The main directions of the unified state 
monetary policy for 2022 and the period 2023 
and 2024” (approved by Bank of Russia)].

From 1 January 2016, the Bank of Russia 
does not set an independent value of the 
refinancing rate of the Bank of Russia.

In practice, the “refinancing rate (counting 
rate)” and “key rate” are synonymous terms. 
This study does not make a fundamental 
distinction between these concepts.

Next, we will consider the principle of 
forming a rate on credit and borrowing 
relations. The Central Bank (Bank of Russia) 
credits commercial banks at a key rate. 
Commercial banks, having received the 
appropriate funds, increase the rate on a 
certain margin, which should cover the bank’s 
expenses (including bank management, 
ensuring current operations, etc.) and bring 
profit.

The entity providing credit and borrowed 
funds may have cheaper sources of borrowed 
funds than the key rate, but from the point 
of view of the theory, the interest rate on 
borrowed funds is formed taking into account 

“basically”.
Naturally, the rate on the provided credit 

and borrowed funds should cover the risk of 
non-repayment of the provided credit and 
borrowed resources.

Taking into account the above for more 
risky entities, in the absence (or low level) of 
collateral for the return of credit and borrowed 
resources, a higher rate is established.
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It should be noted that from a legal point 
of view, the loan [issued by a credit institution 
(bank or non-bank credit organization)] and 
the loan (issued by an economic entity in the 
course of economic activity) will have different 
legal forms, but from an economic point of view, 
debt obligations (for the recipient of credit and 
borrowed funds) will have a similar (from an 
economic point of view) basis: the principles of 
payment, urgency and repayment.

To analyze the rates on debt obligations, 
we will analyze the regulatory framework, as 
well as statistics on interest rates in the credit 
market.

It should be noted that in certain regulatory 
and legal documents regulating the relevant 
spheres of economic activity, which are of high 
socio-economic importance for society, there 
are certain restrictions on the size of interest 
rates, for which it is permissible to attract credit 
and borrowed resources.

Let’s look at the examples.
According to p. p. e. p. 3 Resolutions of the 

Government of the Russian Federation from 
29.12.2011 No. 1178 “On pricing in the field of 
regulated prices (tariffs) in the electric power 
industry” regarding the maximum interest 
rate on debt obligations, it is stated that “the 
amount of interest included in uncontrolled 
expenses is accepted equal to the rate under 
the loan agreement or loan agreement, but not 
higher than the key rate of the Central Bank 
of the Russian Federation, increased by 4% 
points”, i. e. “the amount of interest included in 
the uncontrolled expenses is accepted” in the 
amount of not more than 1.5 key rate.

Here and further, the author recalculated 
the absolute percentage points specified in 
the regulatory document into multiple sizes 
(shares, rounded to one decimal place after the 
decimal point) of the key rates (refinancing 
rates).

The Resolution of the Government of 
the Russian Federation from 22.10.2012 No. 
1075 “On Pricing in the Field of Heat Supply” 
borrowed funds “at an interest rate not 
exceeding 5% per year” as a preferential rate 

on debt obligations (note: 0.6 key rate). At the 
same time, according to the resolution of the 
Government of the Russian Federation from 
25.08.2017 No. 997 “On the implementation of 
financial support measures at the expense of 
the state corporation —  the Fund for Assistance 
to the Reform of Housing and Communal 
Services and Amendments to Certain Acts of 
the Government of the Russian Federation”, the 
maximum value of interest on borrowed funds 
is indicated the amount of “actually incurred 
expenses not exceeding the amount equal to 
the refinancing rate of the Central Bank of the 
Russian Federation, increased by 4 percentage 
points”, i. e. not more than 1.5 key rate.

The Decree of the Government of the 
Russian Federation from 13.05.2013 No. 406 

“On state regulation of tariffs in the field of 
water supply and sanitation” as a preferential 
rate on debt obligations, borrowed funds are 
specified “at an interest rate not exceeding 
5% per year” (note: 0.5 key rate), and the 
limit value of the interest rate “in the amount 
calculated on the basis of the interest rate, 
equal to the refinancing rate of the Central 
Bank of the Russian Federation, effective on the 
date of attraction of such funds (conclusion of 
the loan agreement, loan agreement), increased 
by 1.5 times, but not less than 4 percentage 
points” (note of the car: 1.5 key rate).

The Decree of the Government of the 
Russian Federation from 30.05.2016 No. 484 

“On pricing in the field of solid municipal waste 
management” states that “expenses related to 
the maintenance of borrowed funds are taken 
into account in the amount calculated on the 
basis of the interest rate equal to the key rate 
of the Central Bank of the Russian Federation 
in force on the date of attraction of such 
funds (conclusion of the loan agreement, loan 
agreement), increased by 4 percentage points”, 
i. e. not more than 1.4 key rate.

According to the order of the Ministry 
of  Economic  Development  of  Russ ia 
from 26.03.2021 No. 142 “On approval of 
requirements for the implementation of 
measures carried out by the subjects of the 
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Russian Federation, whose budgets are 
provided with subsidies for state support of 
small and medium-sized businesses, as well 
as individuals applying the special tax regime 

“Professional Income Tax” in the constituent 
entities of the Russian Federation aimed at 
achieving the goals, indicators and results of 
regional projects that ensure the achievement 
of the goals, indicators and results of federal 
projects included in the national project “Small 
and medium-sized enterprises and support 
of individual entrepreneurial initiative”, and 
requirements for organizations that form the 
infrastructure of support for small and medium-
sized businesses” (registered with the Ministry 
of Justice of Russia from 20.05.2021 No. 63543)” 
depending on the category of borrowers to 
whom microloan is granted, a differentiated 
approach is applied to determining the interest 
rate for the use of microloan”:

•  not more than 0.5 key rate in respect of 
borrowed funds provided to small and medium-
sized businesses “registered and operating on 
the territory of a mono-profile municipality, 
when they implement priority projects”;

•  not more than the key rate in respect of 
borrowed funds provided to small and medium-
sized businesses in the implementation of their 
priority projects;

•  not more than 2–2.5 key rate in respect of 
borrowed funds provided to small and medium-
sized businesses, including unsecured borrowed 
funds [in the absence of collateral and/or 
surety (guarantee) of the credit assistance fund 
(guarantee fund, surety fund)].

It should be noted that in some regulatory 
documents regulating the limit (maximum) 
interest rate on credit and borrowed resources, 
there is a reference to the norms of tax 
legislation. And the restrictions provided for 
under the tax legislation regarding the interest 
rate on credit and borrowing relations will 
also reasonably illustrate the economically 
reasonable rate on credit and borrowing 
relations. Let’s consider the limit norms for 
including interest on borrowed funds under tax 
legislation.

This issue is devoted to Art. 269 of the Tax 
Cod of the Russian Federation. It refers to the 
inclusion of the average interest value in the 
expenditure, and in the absence of an average 
value, interest rate limits are used. It should 
be noted that the norms of tax legislation 
(on this issue) are periodically changed and had 
(in different periods of time) restrictions on the 
maximum amount of inclusion of interest on 
debt obligations in the amount of not more 
than 1.25 and 1.8 of the key rate.

Analysis of deposit rates on savings of 
individuals (from the point of view of debt 
obligations of banks) allows us to conclude 
that for term debt obligations, the economically 
justified interest rate can be considered a 
range from 0.5 to 1.5 of the size of the key rate 
(taking into account the norms of the Federal 
Tax Service of Russia from 15.08.2012 No. 
ED-4–3/13520@ “On personal income tax”). 
At the same time, in respect of deposits of 
individuals (lenders in respect of the analyzed 
debt obligations) for a certain amount, the 
state acts as a guarantor of the return of these 
funds through the deposit insurance system.

The validity of the findings is clearly 
illustrated by the change in interest rates 
(within the described limits) with a significant 
change in the size of the key rate in 2022. The 
jump in the size of the key rate in March 2022 
from 9.5% per year to 20% [with a further 
reduction (from the end of 2022 to the first 
half of 2023, the key rate was 7.5% per year, 
which is proportional to the key rate before the 
beginning of the SMO)] led to a commensurate 
increase in rates on credit-borrow (and deposit) 
relations.

CoNClUsioN
Summing up the results of the study, the author 
made the following conclusions about the 
limits of the economically justified interest rate 
on debt obligations:

•  interest-free debt obligations are possible 
among affiliates;

•  preferential interest rates on debt obli-
gations in the amount of about 0.5 of the 
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key rate (or even lower) can be considered 
preferential;

•  0.5–1 key rate can be considered an 
economically reasonable interest rate on debt 
obligations in some cases;

•  1–1.5 of the key rate should be considered 
an economically reasonable interest rate on 
debt obligations;

•  up to 2.5 of the key rate can be considered 
an economically reasonable interest rate on 
debt obligations in respect of medium-risk 
unsecured borrowed relations;

•  more than 2.5 of the key rate may be an 
economically reasonable interest rate on debt 
obligations on high-risk debt relations against 
financially unstable entities.

The results obtained in the course of the 
studies regarding the values of interest rates 
on debt obligations have an economically 

justified link (through the specified multiples 
of the values of the key rate) to the key interest 
rate, which will allow to analyze borrowed 
relations not only for the current date, but also 
for relations in the past and in the future, using 
the key rate effective on the corresponding date 
for analysis.

The use of the values of the economically 
justified interest rate on debt obligations 
given in the study will allow to adequately and 
economically competently assess the terms of 
debt obligations in the course of state control 
functions in the field of taxation, compliance 
with the norms of antimonopoly legislation and 
the selection of subjects for the provision of 
state support measures, in judicial proceedings 
during the consideration of bankruptcy cases or 
corporate disputes, as well as in the course of 
management decisions.
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iNtRodUCtioN
The study of structural dynamics in modern 
economic literature has been given a lot 
of space, ranging from the structure of 
labour markets [1, 2], structural relations 
and industrial policy [3], structural changes 
and growth [4–10], changes in finances, 
investments, inflation and their impact on 
growth [11–16], with an assessment of the 
integration and diversification of economic 
activities [17, 18] and general aspects of 
macroeconomic influences or demographic 
changes, wealth structure, inequality, income, 
etc.[19–21].

At the same time, some studies rightly, 
in our opinion, note a very low level of 
incorporation of structural changes in the 
theory of economic growth [22] and more 
broadly in economic theory, despite the 
development of methods of structural analysis, 
including the macroeconomic aspect of its 
application [23–25].

Particularly noteworthy is the low degree 
of validity of the goals of economic growth 
and its structural modernization, which 
can accelerate or slow down growth, up 
to the provocation of the crisis. The best 
scenario when GDP growth occurs due to 
qualitative improvements in the economy, 
transformation of its structure, which creates 
new sources of growth. For the Russian 
economy, this formulation of the problem is 
relevant, since high losses in past years due 
to deindustrialisation, accompanied by GDP 
growth, need to be eliminated and increased 
opportunities for  the development of 
industrial sectors —  high-tech industries [26].

The solution of such a problem requires 
the use of macrostructural analysis of 
sectoral dynamics with the formulation 
of the conditions for economic growth 
and its industrialization. Only should 
industrialization be limited exclusively to 
the spread of “Industry 4.0” [27], which 
includes the introduction of digital and 
related information technologies? Or is there 
a need for a wider technological re-equipment 

of the manufacturing sectors, including 
the creation of new activities in the field 
of means of production? The speed of the 
industrial process in relation to the rate of 
GDP growth of the country [28] and changes 
in the economic structure is of fundamental 
importance.

If in the Soviet period the approach 
from the position of two sectors —  means 
of production and consumer goods —  was 
popular, and there were official statistics 
on them, then currently such accounting is 
not maintained in Russia. This structural 
breakdown is not made, a study the dynamics 
and coherence of the development of these 
sectors, and their contribution to overall 
economic growth.

This allows us to formulate the purpose 
of this study: filling the gap in the field of 
application of macrostructural analysis, its 
algorithm ideation with the study of structural 
dynamics within the framework of the 
model of the two-sector economy of Russia 
(means of production and consumer goods). 
The methodology is made up of structural 
analysis —  empirical and model (regression 
analysis) methods, as well as the theory of 
structural changes. To achieve this goal, two 
tasks must be solved. First, to expand the 
methodology for macrostructural analysis 
of the two-sector economy, showing the 
algorithm for studying its dynamics. Secondly, 
to determine the conditions for the growth of 
industrial development within the framework 
of the two-sector model of the Russian 
economy, giving a description of the dynamics 
by basic indicators and structural parameters.

Let’s consider the consistent solution of 
these tasks.

ReseaRCh MethodoloGY. 
MaCRostRUCtURal aNalYsis  
oF the tWo-seCtoR eCoNoMY

Macrostructural analysis is a method of 
studying structural changes at the macro 
level of the economy, causal relationships of 
direct and inverse action between elements, 
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sectors, industries with the identification 
of mutual dynamics. It is the direction of 
structural analysis, which is a powerful way 
to study economic changes in order to correct 
economic policy measures, determine the 
impact of individual elements of the economic 
system on its overall dynamics [23, 24, 26].

The content of macrostructural analysis 
is expressed in the “cost-output” method 
of V. V. Leontiev [23], theories of multi-level 
economy Yu. V. Yaryomenko [24], theories 
of technological ways S. Yu. Glazyeva [26], 
theories of economic restructuring and 
industrial development [29], structural models 
of economic growth, as well as in empirical 
[16] and index representation [25].

The central point in the implementation 
of structural analysis for the study of the 
economy at the macro level is the allocation 
of large aggregates —  sectors, industries, 
interconnected and determining each other’s 
development. In this study, the Russian 
economy is represented as an object of study 
by two large sectors —  means of production 
(investment goods) and consumer goods 
(consumer goods) plus the intangible 
sphere, which together give the country’s 
gross domestic product. This structure of 
the economy in the form of a dichotomy 
allows to analyze not only the contribution 
of these sectors to the rate of economic 
growth of Russia, to see the relationship 
between sectors, but also to highlight the 
conditions for the implementation of the 
industrialization strategy, supporting a 
positive rate of economic growth. In addition, 
the connection between price dynamics in 
sectors and the possibility of increasing 
gross value added in them is of interest. By 
analyzing the dynamics of the means of 
production sector, it is possible to get an idea 
of how industrialization and investment in the 
development of this sector affect the economic 
growth of the country and the consumer goods 
sector. The allocation of sectors will be carried 
out according to Rosstat ICTEA, which is 
reflected in Tables 1, 2. The time interval from 

2011 to 2022 inclusive is taken for the study. 
Calculations were made in 2016 prices (unless 
otherwise specified).

After the sectors are allocated, the 
further algorithm of empirical and model 
macrostructural  analysis includes the 
following steps.

Step 1. Calculation of the value of two 
sectors and share in Russia’s GDP, assessment 
of investments in fixed assets, parameters 
of profitability and risk of economic activity, 
contribution of sectors to the economic 
growth rate of the country.

Step 2. Empirical assessment of economic 
growth conditions within the framework 
of two-sector dynamics according to the 
obtained theoretical ratios.

Step 3. Empirical assessment of the 
current model of economic development 
in the coordinates of “growth mode  —  
industrialization model”.

Step 4. Determining the mutual dynamics 
of sectors, as well as the dynamics of prices 
and gross value added in the sector of means 
of production and consumer goods.

Step 5. Obtaining relevant research 
conclusions with recommendations for the 
ongoing economic policy of growth and 
technological modernization in Russia, 
which requires the creation of new means of 
production.

To implement the given algorithm, the 
implementation of which is necessary to 
achieve the set goal and objectives of the 
study, we will introduce some formal relations 
describing the two-sector dynamics.

Let the value of gross domestic product 
Y consist of two product values created 
in sectors: means of production(Y s) and 
consumer goods (Yp), so Y = Ys +Yp. The full 
labour force in the economy L = Ls + Lp equal 
to the sum of those employed in the sector 
of means of production and consumer goods, 
respectively. Let’s mark the shares of each 
sector in the country’s GDP: ns = Ys / Y, np = Yp / 
Y, z = ns / np, and the z parameter actually sets 
the structure of the economy that changes 
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over time. The growth rate of the sectors and 
the economy of Russia can be imagined as 
follows: gY = (1 / Y) dY / dt, gs = (1 / Ys) dYs / dt, 
gp = (1 / Yp) dYp / dt [29].

Then it is not difficult to write down 
the condition of economic growth, taking 
into account the connection of sectors, by 
differentiating in time the value of the 
product represented by the sum of sectors 
Y = Ys + Yp. Taking into account the introduced 
designations, we will record the growth of 
gross product:

              0�or � 0Y Y s s p pg g g n g n> = + >  (1)

Hence, we get the structural condition for 
the economic growth of the economic system, 
consisting of two sectors:

             
� .p

s

g
g

z
>−

 
(2)

Expression (1) shows the contributions 
of each sector to the overall growth rate 

of the economy: gs ns —  sector of means of 
production, gp np —  sectors of consumer goods. 
Thus, the contribution to the overall dynamics 
of economic development of each sector 
should be evaluated.

Since the structural dynamics is variable, 
both the structural parameter z and the 
values of growth rates are changing over 
time, reflecting the different contributions 
of sectors to the country’s economic growth 
rate and significant structural transformations, 
determined, including by policy.

The dynamics of prices in each sector 
depends on the internal  processes of 
development of the sector and is determined 
by the prices of another sector. This allows 
you to model such a connection and see the 
structural cut of inflation within the two-
sector economic model. It is also not difficult 
to show that a situation where the wage 
growth rate exceeds the productivity growth 
rate is acceptable for economic growth. If 
we assume that wages in two sectors go to 

Table 1
types of activities included in the Capital Goods sector

iCtea designation iCtea

Section В Mining

C 19 Production of coke and petroleum products

С 24 Metallurgical production

С 26 Production of computers, electronic and optical products

С 27 Production of electrical equipment

С 28 Production of machinery and equipment not included in other groups

С 29 Production of motor vehicles, trailers and semi-trailers

С 30 Production of other vehicles and equipment

С 33 Repair and installation of machinery and equipment

Section D Electricity, gas and steam supply; air conditioning

Section E
Water supply; water disposal, organisation of waste collection and disposal, pollution elimination 
activities

Section F Construction

Source: Rosstat data. URL: https://rosstat.gov.ru/statistics/accounts (accessed on 12.04.2024).
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the purchase of the produced product in the 
consumer goods sector, then Yp = ws Ls+ wp 
Lp, where ws, wp —  the average salary in the 
sector (per employee), so that the product per 
number of employees gives the total wage in 
the sector. By entering productivity in the 
sector in the form of As = Ys / Ls, Ap = Yp / Lp, 
we get:

                    

1
1 .ps

s
s p

ww
Y Y

A z A

 
= + + 

   
(3)

Adopting the growth condition for the 
two-sector economic system gY > 0  and 
differentiating the expression (3) in time, it is 
not difficult to obtain a condition for the rate 
of wage growth in the means of production 
sector depending on the growth rate of labour 
productivity (gAs) in the sector of means of 
production and, accordingly, in the sector of 
consumer goods (gAp) [29].

Thus, the view of economic dynamics 
changes due to the applied macrostructural 

Table 2
types of activities included in the Consumer Goods and intangible sector

iCtea designation iCtea

Section A Agriculture, forestry, hunting, fishing and fish farming

С (10–12) Production of food, beverages, tobacco products

С (13–15) Production of textiles, clothing, leather and leather products

С 16
Wood processing and production of wood and cork products, except furniture, production of straw 
products and weaving materials

С 17 Production of paper and paper products

С 18 Printing activities and copying of media

С 20 Production of chemicals and chemical products

С 21 Production of medicines and materials used for medical purposes

С 22 Production of rubber and plastic products

С 23 Production of other non-metallic mineral products

С 25 Production of finished metal products, except machinery and equipment

С (31, 32) Production of furniture, other finished products

Section G Wholesale and retail trade; repair of motor vehicles and motorcycles

Section H Transportation and storage

Section I Activities of hotels and catering establishments

Section J Information and communication activities

Section K Financial and insurance activities

Section L Real estate operations activities

Section M Professional, scientific and technical activities

Section N Administrative activities and related additional services

O 84 State administration and military security, social security

P 85 Education

Section Q Activities in the field of health and social services

Section R Activities in the field of culture, sports, leisure and entertainment

Section S Provision of other services

Section T
Activities of households as employers; undifferentiated activities of private households in the 
production of goods and services for their own consumption

Source: Rosstat data. URL: https://rosstat.gov.ru/statistics/accounts (accessed on 12.04.2024).
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analysis, because to varying degrees, taking 
into account the initial state of the sectors, 
they affect each other, their growth rates 
differ, the dynamics of prices in sectors are 
also differently related and affect the overall 
price dynamics and growth. In this regard, in 
the above theoretical formulation, it is even 
possible that the growth rate of productivity 
in the means of production sector is positive, 
but the rate of wage growth may be negative, 
while in the consumer sector wages will grow 
faster than productivity. In practice, as you 
know, wages are not sensitive to decrease, 
as there are institutional restrictions. 
Nevertheless, joint sectoral  dynamics 
require macrostructural analysis, and the 
recommendations developed in the field of 
economic policy require an assessment of the 
conditions of structural dynamics and existing 
development regimes in order to be adequate 
to the goals set not only for quantitative 
growth, but also for its quality.

T h i s  a l l ow s  u s  t o  m ove  o n  t o  t h e 
c o n s i d e r a t i o n  o f  t h e  c o n d i t i o n s  o f 
industrialization of the growing economy, 
that is, to assess what possible government 
measures and influences to change the 
structure in the required direction as 
the economy grows. The criterion for 
distinguishing development models is the 
dynamics and structure of sectors.

CoNditioN oF iNdUstRial 
DEVELOPMENT IN A TWO-seCtoR 

eCoNoMY
Fig.  1  shows the relationship between 
the growth rate of the sector of means of 
production and consumer goods. The structure 
of the economy is given by the parameter z, 
the growth condition by formulas (1) and (2). 
Depending on the existing structure, the ratio 
between growth rates and their impact on the 
overall economic dynamics will be different. 
The AB line of Fig. 1 reflects the superiority 
in the share in the structure of GDP of the 
consumer goods sector, the EF line —  the 
sector of means of production. In fact, 

these lines embody the existing investment 
(EF) or consumer (AB) model of economic 
development. The transition from one model 
to another will mean a structural change and 
a general movement on the arrow hh (Fig. 1).

From the presented Fig. 1, linking the 
pace of development of economic sectors 
to ensure its growth within the framework 
of the existing and possibly changeable 
parameter of the z structure, it follows that 
with the growth of the consumer sector, if 
the industries of the means of production 
dominate (investment model of development) 
in the structure, a smaller amount of decline 
in this sector is allowed for the economy as 
a whole to grow. If the development model 
is consumer (the consumer goods sector is 
large), the decline in means of production can 
be large to ensure positive dynamics of the 
entire economy.

This theoretical result well explains the 
economic growth in Russia in the 2000s, 
when the growth rate was high with the 
deindustrialisation of the economy and the 
degradation of the sectors of the means of 
production. At the same time, the consumer 
goods sector has strengthened its position.

In the case when there is a decline in the 
consumer goods sector gp < 0 (Fig. 1), then the 

                            gs 
Consumer  А                           
goods                          Structure growth    gs > -gp /z      
                                     conditions           z= ns /np   
  Е                                               
                                                   
                                 О                                         gp 
                                                    
                                                                    Capital          
                                                                  goods    
                                                                   h             F 
                                              В   
                                                  h               

Fig. 1. Growth Rates of the Capital Goods (gs) and 
Consumer Goods (gp) sectors and the economic 
Growth Condition
Source: Author’s calculations.
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growth rate of means of production should be 
higher for the consumer model than for the 
investment model, so that the economy as a 
whole grows.

Thus, it can be argued that a smaller 
amount of deindustrialisation is allowed 
in the investment model of development 
than in the consumer one. Therefore, the 
d i s m a n t l i n g  o f  k n ow l e d g e - i n t e n s i ve 
industries and processing in the consumer 
development model is faster with the growth 
of the economy, which seems to cover this 
dismantling.

The best development option is the overall 
positive dynamics, covering both sectors of the 
country’s economy. However, the structural 
task to determine which ratio of sectors is 
most favorable for development and prospects 
of the economy remains relevant and involves 
the assessment of the qualitative state, level 
of technology and connectivity of their 
functioning (dependence on imports, etc.).

If consumption is decreasing (the rate 
is negative), then to support growth in the 
case of the consumer model, accelerated 
industrialization will be needed, that is, a 
more intensive increase in the means of 
production than in the state of dominance of 
the means of production sector, the increase of 
which for the investment model with a decline 
in consumption may be less intensive. Models 
of economic development in accordance with 

the growth regime of the consumer goods 
sector are reflected in Table 3.

Table 1 shows that depending on the 
dynamics of the consumer goods sector, 
some de-industr ial izat ion or  passive 
industrialization is possible so that the 
economy shows growth —  with an investment 
model of development (the sector of means 
of production dominates the structure of 
GDP). If the consumer development model 
(the consumer goods sector dominates the 
structure of the gross product), then with its 
growth, deindustrialisation is allowed very 
significant, and in case of decline, active 
industrialization will be required. This explains, 
among other things, if there are other reasons, 
why the topic of industrialization returns to 
the agenda of the analytical debate during the 
crisis of the consumer Russian growth model.

In fact, Fig. 1 and Table 3 set the conditions 
for the industrial  development of the 
two-sector economy —  according to the 
allocated basic sectors (structure) and the 
associated dynamics. Of course, the dynamics 
itself cannot be the only criterion for the 
implementation of the industrialization 
process. Therefore, Table 3 sets out a general 
approach useful in the field of macroeconomic 
policy planning, involving macrostructural 
analysis based on the growth rate criterion 
and the currently formed structure of 
economies.

Table 3
development Models and Growth  

Modes of economic sectors

development model by 
structural parameter z

Growth mode by growth rate of consumer goods sector gp

gp > 0 gp < 0

Investment Deindustrialisation is acceptable
Passive industrialization (the growth 
rate of the means of production is 
low)

Consumer Deindustrialisation can be deep
Active industrialization
(the growth rate of the means of 
production is high)

Source: Compiled by the authors according to Fig. 1.
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Further, focussing on the above algorithm 
and the introduced condition of industrial 
growth, we will analyze the dynamics of the 
sectors of means of production and consumer 
goods (including the intangible sphere) of the 
Russian economy during the 2011–2022.

dYNaMiCs oF the seCtoRs oF MeaNs 
OF PRODuCTION AND CONSuMER 

Goods iN RUssia
The current structure of the sectors of means 
of production and consumer goods in Russia 
in the period 2011–2022 is reflected in Fig. 2.

Fig. 2 gives a clear idea that the gross added 
value of the sector “consumption items and 
intangible sphere” is increasing in real 2016 
prices, and the share of this sector in the 
structure of the Russian economy is increasing 
with a decrease in the share of the sector of 
means of production.

Investments in fixed assets of the sectors 
gave such a structural one, changing in 
2011–2022: from about 32 to 38% for the 
sector of means of production, and 62–68% 
for the sector of consumer goods of the total 
investment in fixed assets. Moreover, for 
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Fig 2. structure of Gross Value added of the Capital Goods and Consumer Goods sectors in Russia
Source: Author’s calculation according to Rosstat data. URL: https://rosstat.gov.ru/statistics/accounts (accessed on 10.04.2024).

Note: On the Left —  in 2016 prices, billion rubles, on the Right —  shares in GDP, 2011–2022.

Fig. 3. Dynamics of the Structural Parameter z(t) in the Russian economy, 2011–2022
Source: Rosstat. URL: https://rosstat.gov.ru/statistics/accounts (accessed on 10.04.2024).
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the consumer goods sector, this share first 
decreased, then increased to the previous 
value. For the sector of means of production —  
on the contrary: f irst  increased, then 
decreased to the previous value by 2022. It 
should be noted that in terms of investment 
in fixed assets in 2016 prices, their volume in 
the consumer goods sector exceeded the same 
indicator in the sector of means of production 
from 1.5 to 2 times.

The change in the structural parameter 
z  re f lects  Fig . 3 , which conf irms the 
transformation of the structure of the Russian 
economy towards the sector of consumer 
goods and the intangible sphere when the 
sector of means of production is compressed. 
Only in 2022, the share of the sector of means 
of production obviously increased due to 

significant injections of resources and active 
import substitution policy in Russia.

At the 2011–2022 time interval under 
consideration, the profit gap in 2016 prices 
in favor of the consumer sector is growing, 
so that by 2021 it becomes twofold. Wages 
in 2016 prices are consistently higher in the 
sector of means of production, the excess is 
on average 15–20%. The level of profitability 
of sold goods, services of the means of 
production sector exceeds on average this 
indicator of the consumer goods sector by 
1.5–2 times until 2017, where profitability is 
compared in the region of 10–12%, and further 
until 2022 the profitability of the consumer 
goods sector is higher than in the sector of 
means of production. In 2022, the gap is 
becoming the largest: the consumer goods 

Fig. 4. Contribution of the Capital Goods and Consumer Goods Sectors to the Growth Rate of Russia’s GDP, 
2012–2022
Source: Author’s calculation according to Rosstat data. URL: http://www.gks.ru/wps/wcm/connect/rosstat_main/rosstat/ru/statistics/

accounts/#, в ценах 2016 г. (accessed on 10.04.2024).

Fig. 5. Condition of Economic Growth, % 2012–2022
Source: Author’s calculation according to Rosstat data. URL: https://rosstat.gov.ru/statistics/accounts (accessed on 10.04.2024).
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sector with a profitability of 18%, and 12% 
of the means of production. The calculation 
of the risk of operating in sectors shows that 
from approximately equal risk in 2013 in 2016 
prices in two sectors of 500 billion rubles, the 
risk increased, reaching in the sector of means 
of production in 2022 to almost 5 000 billion 
rubles, in the consumer goods sector —  up 
to 1600 billion rubles. The following ratio is 
characteristic for sectors in the 2011–2022 
interval: in the sector of means of production, 
risk increased, profitability decreased, in the 

consumer goods sector —  with increasing risk, 
profitability increased.

Thus, the risk of activity increased in 
the economy as a whole and in its allocated 
sectors, but at different rates, which was 
greater for the sector of means of production 
and less for the consumer goods sector. Thus, 
the risk of doing business in the sector of 
means of production was first 1.5–2 times in 
2014–2015, and then 3 times higher than the 
risk in the consumer goods sector. Given the 
low margin of profitability, and even higher 
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Fig. 7. Gross Value Added Dynamics of the Capital Goods and Consumer Goods Sectors, in 2016 Prices, 
2011–2022
Source: Author’s calculation according to Rosstat data. URL: https://www.gks.ru/investment_nonfinancial, https://www.gks.ru/

folder/14476, https://www.gks.ru/storage/mediabank/tab1(2).htm (accessed on 10.04.2024).

Note: Regression model statistics: F-criterion = 16.9; D-Wcalc. = 1.43 Є [1.33; 2.67]; White’s test: χ2 calc. = 2.85; χ2 crit. = 3.84
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profitability of the means of production 
sector until 2017, it is quite obvious why 
investment in the means of production sector 
was significantly less than in the consumer 
goods sector —  due to the high instability of 
economic activity (risk of conducting it) in the 
means of production sector.

The described structural dynamics of the 
selected sectors of the Russian economy 
also predetermined their contribution to the 
country’s economic growth rate (in accordance 
with the components of the formula (1)), 
which reflects Fig. 4.

Fig. 4 shows that the contribution of the 
sector of means of production to growth in 
the current assessment of dynamics was very 
modest and came to the first place, exceeding 
the contribution of the consumer goods sector, 
only in 2022.

Thus, we can say that a consumer model 
of economic growth has developed in Russia 
at the considered time interval. The growth 
condition according to formula (2) reflects Fig. 
5, which shows crisis situations in 2015, 2020 
and 2022.

Fig. 6 reflects the empirical ratio of the 
growth rate of the sectors of means of 
production and consumer goods. Within the 

coordinates of the “development model— 
growth regimes”, corresponding to Table 3 
and Fig. 1, we can talk about the consumer 
growth model in Russia, for which with the 
growth of the consumer goods sector (gp > 0) 
is characterized by high deindustrialisation, 
which was observed in the 2000s, or active 
industrialization (if gp < 0) in the years of 
crises, in particular in 2022, in connection 
with the tasks of ensuring the country’s 
Defense capability.

The connection of the sectors seems to 
be an important condition for their joint 
development. Fig. 7 shows how the change 
in gross value added (GVA) in one sector 
determines its increase in another sector.

As can be seen from Fig. 7, with a small 
increase in value added in the means of 
production sector, it is possible to achieve a 
large increase in value added in the consumer 
goods sector. Although there is a site where 
there is a very slight decrease or no significant 
increase in value added in the consumer goods 
sector. This may be due to the state of the 
means of production and the nature of their 
replacement, the creation and introduction 
of new means of production that do not make 
it possible to increase value added in the 

Fig. 8. Growth Rate of the Capital Goods and Consumer Goods sectors in Russia, 2012–2022
Source: Author’s calculation according to Rosstat data. URL: https://www.gks.ru/investment_nonfinancial, https://www.gks.ru/

folder/14476, https://www.gks.ru/storage/mediabank/tab1(2).htm (accessed on 10.04.2024).

Note: Regression model statistics: F-criterion = 86.5; D-Wcalc. = 1.37 Є [1.32; 2.68]; White’s test: χ2 calc. = 1.43; χ2 crit. = 3.84
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consumer goods sector. This circumstance 
should be taken into account when planning 
e co n o m i c  d eve l o p m e n t  p o l i c i e s  a n d 
stimulating the development of specific types 
of industries.

Analysis of the growth rate of the Russian 
economy in the studied period of time, 
depending on the structure of investments 
in fixed assets in the allocated sectors, shows 
that with the growth of investment in means of 
production relative to investments in consumer 
goods, the growth rate has decreased.1

Consequently, active industrialization was 
clearly not enough, both in years of decline 
in GDP and its growth, and the process of 
unstable economic activity in the means 
of production sector revealed insufficient 
regulation, as the risk increased steadily and 
quite high in relation to the consumer goods 
sector.

The mutual dynamics of the two sectors in 
2012–2022 is reflected in Fig. 8.

In the positive area of growth rates, it can 
be seen that 2% of the growth rate of means of 

1 To save space, the regression model is not given. The calculation 
was made by the authors according to the data: Rosstat. URL: 
https://rosstat.gov.ru/statistics/accounts; ЕМИСС. URL: https://
www.fedstat.ru/indicator/57848 (accessed on 10.04.2024).

production corresponds to 3% of the growth 
rate of consumer goods. In the negative area 
of the growth rate of sectors, the decline in 
the sector of means of production to –4% 
corresponds to a decline in consumer goods of 
less than –2%. (Fig. 8). This is fully consistent 
with the consumer development model 
described above.

As for the relationship between the growth 
rate of sectors and the dynamics of prices in 
them, it is described as follows. The increase in 
the growth rate of the consumer goods sector 
from negative values to +2.5% was accompanied 
by a decrease in the consumer price index 
(CPI). A further increase in the growth rate 
of the sector led to an increase in the CPI to 
8%. With negative and positive values of 
the growth rate of means of production, the 
producer price index fluctuated from 4 to 12%, 
the same fluctuations corresponded to the 
positive growth rate of the sector to 2.5%. With 
a higher growth rate, the producer price index 
became even higher. There were two points for 
a positive growth rate of means of production 
of 0.5 and 1%, corresponding to the negative 
producer price index. Therefore, the growth rate 
of means of production is accompanied by a 
very tangible increase in prices, which indicates 
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Note: Regression model statistics: F-criterion = 11.05; D-Wcalc. = 1.87 Є [1.33; 2.67]; White test: χ2 calc. = 2.41; χ2 crit. = 3.84.
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a high cost (and a specific structure —  a high 
share of material costs) of the functioning of 
the subjects of this sector, low efficiency and 
manufacturability. There may be an impact and 
organizational weakness of functioning, gaps 
and regional differentiation of development, 
which also contribute to cost increases and 
price increases. Thus, the analysis shows that 
an increase in the growth rate per unit in the 
means of production leads to a greater increase 
in prices in this sector than in the consumer 
goods sector. It also creates advantages in 
development and fixes the existing economic 
structure.

Fig. 9 reflects the relationship between the 
deflator of Russia’s GDP and the ratio of the 
sectors of means of production and consumer 
goods (economic structure).

The deflator index reflects the overall 
price dynamics in the country, as opposed 
to the producer price indices, which indicate 
the price dynamics of subjects in a specific 
set of sectors. Fig. 9 shows that the change 
in the structure of the economy not in favor 
of the sector of means of production was 
accompanied by a decrease in inflation, but 
then this process was accompanied by an 
increase in inflation, which is due to the fact 
that the increase in the growth rate of means 
of production (whose share in GDP decreased) 
leads to greater price dynamics in this sector 
than the equivalent situation in the consumer 
goods sector (increased the share in GDP).

Thus, it can be concluded that the sector 
of items is more competitive and regulated in 
order to curb consumer inflation. The sector 
of means of production operates with chronic 
inflationary processes in it caused by the 
inefficient structure and low technology of 
this sector.

In the paper [16] it  was shown that 
targeting contributes to the fixation of the 
economic structure, prolonging its inefficiency 
(modifying this indicator) and forcing 
government policy to focus not on solving 
basic structural problems, but on the method 
of incremental and local improvements and 

financing priorities to develop the economy 
along the trajectory within the framework 
of, in  fact , an  unchanging  economic 
structure. The analysis carried out here also 
confirms this conclusion, demonstrating the 
relationship of the structure with relevant 
macroeconomic indicators of development —  
GDP growth and inflation.

CoNClUsioN
Summarizing the analysis, we will formulate 
the main conclusions.

First, the presented results confirm 
the need for active industrialization and 
structural policies to stimulate sectors of 
means of production with increasing their 
competitiveness, technology, contribution to 
the growth rate and reducing the contribution 
to the dynamics of sectoral prices.

Secondly, the policy pursued in 2011–
2022 did not contribute in any way, but only 
preserved the mutual dynamics of the sectors of 
means of production and consumer goods with 
the growth of the second and a decrease in the 
first in the country’s GDP. The decrease in the 
structural parameter z was accompanied by a 
decrease in total inflation, but then its increase.

Thirdly, the profitability of the sector of 
means of production has become lower than 
the profitability of the sector of consumer 
goods, and the risk increased in advance, 
which was reflected in low investments in 
fixed assets of this sector compared to the 
consumer goods sector, which also works to 
fix the existing economic structure within the 
framework of the current economic policy.

Thus, the macrostructural analysis of 
economic dynamics allows to distinguish the 
nuances of joint development of the basic 
elements of the economy in the context 
of the policy in order to adjust not only 
the instruments used, but also the goals 
and priorities of development, to clarify 
the methods of influence. In the existing 
complexity of  systemic l inks between 
economic objects, this is the foundation for 
effective macroeconomic management.
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iNtRodUCtioN
Studying the effect of financialization on economic 
growth in developing countries with large financial 
sectors is important. Financialization is a relatively 
recent phenomenon in many developing countries, 
and its impact on economic growth is not well 
understood. Therefore, studying this relationship can 
provide valuable insights into the potential benefits 
and risks of financialization for economic development. 
Understanding the effect of financialization on 
economic growth in developing countries can inform 
policy decisions aimed at promoting sustainable 
economic development and reducing the risk of 
financial instability. While developing countries are 
typically characterized by lower levels of economic 
development and industrialization, some of them may 
have relatively large financial sectors. In this study we 
profile 7 developing countries with significant financial 
sectors. The countries include Brazil, India, Indonesia, 
Malaysia, Mexico, Singapore, and South Africa.

background
The effect of financialization on economic growth 
has been the subject of numerous studies in recent 

years. However, most of these studies have focused 
on developed economies, and there is a relative 
paucity of research on the relationship between 
financialization and economic growth in developing 
countries with large financial sectors. Developing 
countries have experienced a significant expansion of 
their financial sectors over the past few decades, with 
many countries undergoing financial liberalization 
and deregulation. According to Gimet et al. [1] this has 
led to concerns about the impact of financialization 
on economic growth, particularly given the greater 
vulnerability of developing countries to financial 
instability. Several studies have found a positive 
relationship between financial development and 
economic growth in developing countries, suggesting 
that a well-functioning financial sector can contribute 
to economic development. However, studies by Beck 
et al. [2] have highlighted the potential negative 
effects of financialization, including increased income 
inequality, financial instability, and the misallocation 
of resources towards unproductive activities. Further 
research is needed to better understand the impact 
of financialization on economic growth in developing 
countries with large financial sectors, and to identify 
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policies that can promote sustainable economic 
development while minimizing the potential risks 
associated with financialization.

Motivation
Studying the effect of financialization on economic 
growth in developing countries with large financial 
sectors is particularly important due to the following 
motivations:

•  Developing countries are increasingly becoming 
more integrated into the global financial system, 
and large financial sectors have emerged as a 
result [3]. Understanding the relationship between 
financialization and economic growth in these 
countries is crucial for policy decisions aimed at 
promoting sustainable economic development.

•  In many developing countries, the financial 
sector has grown at a faster rate than other sectors of 
the economy, leading to concerns about the potential 
negative impact of financialization on economic 
growth [4].

•  Developing countries are often more vulnerable 
to financial crises, and large financial sectors can 
increase the risk of financial instability, which can 
have negative impacts on economic growth [5].

•  Large financial sectors can also exacerbate 
income inequality and may not contribute to broad-
based economic growth, particularly if the financial 
sector is focused on short-term profit-maximization 
rather than long-term investments in productive 
activities [6].

•  The impact of financialization on economic 
growth in developing countries with large financial 
sectors is  critical  for sustainable economic 
development and social welfare.

Aims and Objectives
The aims and objectives of this study on the effect of 
financialization on economic growth are:

•  to examine the relationship between financia-
lization and economic growth, and to identify the 
main factors that drive this relationship;

•  to determine the extent to which financia-
lization contributes to or detracts from economic 
growth over the long run;

•  to provide empirical insight for promoting 
sustainable economic growth in the context of 

financialization, considering the potential risks and 
benefits associated with financialization.

Research Questions and hypothesis
The study has four questions in which the hypotheses 
are formulated, research methods are constructed, 
and answers are provisioned in the subsequent 
sections.

i. How does financialization affect economic growth 
in developing economies with large financial sectors?

ii. What is the effect of financialization on economic 
growth in developing economies with large financial 
sectors?

iii. What is the key channel through which 
financialization affects economic growth in developing 
economies with large financial sectors?

The hypotheses of this study are formulated 
following the research questions above and are 
described as:

H1: Financialization has a statistically significant 
effect on economic growth.

H2: The effect of financialization on economic 
growth is positive.

H3: There is a causal relationship between 
financialization and growth in the long-term.

liteRatURe ReVieW
Hartwell [7] defines financialization as the increase 
in the market share of the financial sector relative 
to other sectors in the overall economy. Foster [8] 
defines financialization as “the long-run shift in 
the centre of gravity of the capitalist economy from 
production to finance.” Lapavitsas [9] postulates 
that financialization is “the real capital’s profit 
from financial channels rather than commodity 
production and trade.” Pal ley  [10]  def ines 
financialization as “the process whereby financial 
markets, financial institutions, and the financially 
elites gain greater influence over economic policy 
and economic outcomes.” These processes are 
wildly acceptable features of financialization by 
various scholars. According to Sawyer [11] the 
term “Financialization” as coined in the 1980s, is 
in alignment with the rise of neoliberalism and 
globalization. This timing is viewed as the start 
of an era of the continuity of financialization 
processes that has already began in earlier decades.
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The empirical results of the effect of financialization 
on economic growth can be varied. The variegated 
results are obtained from different financial 
development indicators, empirical methods, sample 
size, and econometrics specifications. According to 
Akyüz [12] economic growth stagnation should be 
expected from an exceptionally large financial sector. 
Different countries have different economic growth, 
policies, financial systems, institutions, cultures, 
and legal systems. Developed countries have better 
institutions and public policies for an enabling 
environment. It is, however, expected that developed 
countries will tend to have developed financial markets. 
What is important to economists is how these financial 
markets affect the national economy.

Fufa and Kim [13] find that bank credit is significant 
in explaining financialization on economic growth. 
Using panel data models, they found that an increase 
in bank credit has a positive effect on GDP growth in 
64 countries. Rioja and Valev [514] found that private 
credit as representing financialization increases 
economic growth in 74 countries. They also postulate 
that finance may have an uncertain effect in countries 
with low levels of financial system development. Afsar 
et al. [14] estimated the effects of financialization 
on economic growth in the G8 countries and found a 
positive relationship. Their financialization proxies 
included bank profitability stated as income before 
tax, stock market capitalization rate, and securities, 
which are bank assets. Through our analysis, bank 
credit to the private sector has empirical evidence 
of being an important driver of financialization and 
has a strong link with economic growth. The study by 
Ehigiamusoe and Samsurijan [6] shows that, from 1980 
to 2017, there has been a positive correlation between 
credit to private sector and real GDP per capita, growth 
rate of real GDP per capita, and GDP growth rate. This 
has recently offered a qualitative view that an increase 
in the financial sector might have increased the growth 
of the world economy.

According to Pagano [15], developed financial 
systems can accelerate economic growth, while 
underdeveloped financial systems can retard economic 
growth. Some studies from the high-income countries 
on the African continent tend to hold related results 
using financial sector indicators. Akpan et al. [16] 
assessed the effects of financial sector development 

on economic growth in Nigeria and found that 
total bank deposits and market capitalization has a 
positive effect on GDP growth in the long-term. They 
found that these variables and GDP growth tend to 
aggravate each other. Sunde [17] applied a similar 
model of cointegration for South Africa and found 
that total credit to the private sector had a positive 
effect on growth in the long-term and that granger 
causality exists. Rousseau and D’Onofrio [18] applied 
the vector autoregressive model and found that 
domestic credit by banks and private sector increased 
economic growth in 22 Sub-Saharan African countries. 
Financialization increases the dominance of financial 
markets and financial institutions in Africa’s leading 
economies. This trend has been driven by several 
factors, including the growth of foreign investment 
in African countries, the expansion of financial services, 
and the liberalization of financial markets. One of the 
main impacts of financialization in Africa has been 
the growth of the financial sector. This has led to an 
increase in the number and size of financial institutions, 
including banks, insurance companies, and investment 
firms. However, the benefits of this growth have not 
been evenly distributed, with many African countries 
continuing to face significant levels of poverty and 
inequality. Another impact of financialization in Africa 
has been the rise of debt.

According to Agyeman [19], many African countries 
have become increasingly dependent on debt financing 
from foreign investors and international financial 
institutions. This has led to concerns about debt 
sustainability and the potential for debt crises in the 
future. Furthermore, financialization has also led 
to a shift in the focus of economic development in 
Africa. Rather than focusing on the development of 
productive sectors of the economy, such as agriculture 
and manufacturing, many African countries have 
prioritized the growth of the financial sector. This 
has raised questions about the long-term sustainability 
of this approach, as well as its potential to exacerbate 
inequality. The impact of financialization in Africa is 
complex and multifaceted, with both potential benefits 
and risks. It is important for African policymakers 
to carefully consider the potential consequences of 
financialization, and to ensure that financial sector 
growth is balanced with the needs of the broader 
economy and society.
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It is not all scholars that found a positive link 
between finance and growth. Gimet et al. [1] tested the 
link between financialization and the macroeconomy 
for 26 high-income countries. They tested the effects 
of financialization on gross capital formation, wage 
share, and GDP growth. It has been found that excessive 
leverage decreases wages, real-sector investment, and 
economic-growth, and increases financial fragility. The 
study found that financializations had a significantly 
negative effect on the real sector of the economy.

the data
From a sample of 26 years, we collect data from Fitch 
Solutions, which is a data vendor that has access to 
macroeconomic data from official statistics of many 
countries.* Table 1 depicts a list of variables, which 
includes the dependent, GDP growth rate (GDP), and 
independent variables, Finance nominal Gross Value 
Added (FGVA). The control variables included are the 
fixed capital formation, savings rate, and private final 
consumption.

The Measure of Financialization  
and economic Growth

Finance Gross Value Added (FGVA) is a useful 
aggregate measure of the size and contribution of 
the financial sector to the economy and can be used 
to track changes in the size of the sector over time 
[20]. FGVA is a measure of the value added by the 
financial sector to the economy in terms of goods 
and services produced and includes activities in 
banking, insurance, and asset management. FGVA is 
calculated as the sum of the operating profits earned 
by financial institutions, compensation of employees 
of the financial sector, taxes paid by the financial 
sector to the government on their production and 
import activities, and less subsidies received by 
the financial sector from the government. FGVA is 
a leading indicator because it directly reflects the 
shift of capital from other sectors of the economy 
to the finance sector. Therefore, we assume that the 
variable, FGVA, will increase when there is growth in 
aggregate finance. The shift of capital to the financial 
sector is the hallmark of financialization [8].

We make use of the nominal FGVA percentage 
change year-on-year as the key indicator of 
financialization. The year-on-year percentage change 
in nominal GVA is calculated by taking the difference 
between the nominal GVA in the current year and 
the previous year and dividing it by the nominal GVA 
of the previous year. 100 to express the change as a 
percentage then multiply the resulting figure. The 
year-on-year percentage change in nominal GVA can 
provide insights into the growth and performance of the 
financial sector over time and can be used to compare 
the performance of the financial sector across different 
periods and countries.

The year-on-year percentage change nominal 
GDP is the total value of all final goods and services 
produced in an economy at current market prices. The 
percentage change in nominal GDP is calculated by 
taking the difference between the nominal GDP in the 
current year and the previous year and dividing it by 
the nominal GDP of the previous year. The resulting 
figure is then multiplied by 100 to express the change 
as a percentage. The year-on-year percentage change in 
nominal GDP can provide insights into the growth and 
performance of an economy over time and can be used 
to compare the performance of different economies 
across different periods. It is an important indicator 
of economic activity and can influence various policy 
decisions, such as monetary policy, fiscal policy, and 
investment decisions [21].

Correlations
FGVA measures the value added by the financial sector 
to the economy, while GDP measures the total value 
of goods and services produced in an economy. The 
financial sector plays an important role in the overall 
economy and its performance can have an impact on 
GDP growth. Panel A of Fig. 1 depicts the scatterplot 
of the connection between FGVA and GDP. It shows 
that changes in FGVA are correlated with changes 
in GDP over time. This tells us that when aggregate 
financial activity increases, both nominal FGVA 
and nominal GDP are likely to increase. Conversely, 
during economic downturns, both nominal FGVA and 
nominal GDP may decrease as the financial sector 
contracts and the overall economy slows down.

Panels B and D show that finance and capital 
formation are positively correlated. Finance can also 
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boost the formation of capital and the demand for 
capital can increase provision of finance. Panel C 
shows that the increase in capital is associated with 
an increase in economic growth. These trends are 
consistent with the theory of financialization (Mader 
et al., 2020).

There is typically a positive correlation between 
FGVA and GDP, as the finance sector is an important 
component of the overall economy, and its performance 
is intricately linked to economic growth. This is 
further supported by the correlation matrix in Fig. 2, 
which depicts that the correlation between finance 
and economic growth is an estimated 72.2%. This 
explains that there is a strong correlation between 
financialization and economic growth. When the 
economy is growing, businesses and individuals tend 
to increase their demand for financial services, such 
as loans, investment advice, and insurance, which 
can boost the revenue and profitability of financial 
institutions.

However, the strength of the correlation between 
FGVA and GDP can vary depending on several factors, 
such as the overall health of the financial sector, the 
structure of the economy, and the level of government 
regulation. In some cases, the finance sector may 
experience growth that outpaces the broader economy, 
while in other cases it may lag. It is worth noting that 
correlation does not necessarily imply causation. While 

FGVA and GDP may be correlated, other factors such 
as capital formation, interest rates, inflation, and 
government policy can also have an impact on both 
variables independently.

MethodoloGY
We utilize the panel data econometrics to study the 
relationship between financialization and economic 
growth. All the variables in the model have data 
availability, making our panel balanced. To conduct a 
panel data analysis of the effect of financialization on 
economic growth, we applied the necessary panel data 
steps [22]. Firstly, we identified 7 developing countries 
with large financial sectors. Secondly, we collect data on 
financialization, economic growth, and control variables. 
Thirdly, we deploy the appropriate econometric models, 
which includes Feasible Generalized Least Squares 
(FGLS), Pooled Ordinary Least Squares (POLS), Fixed 
Effects (FE), and Random Effects (RE). According to 
the theoretical and empirical literature, we estimate 
Equation 1, which reflects the general linear 
representation of our panel data econometric models.

                  

, 1 , 2 ,�

3 ,� 4 ,� , ,

i t i t i t

i t i t i t

GDP FGVA FCAP

SAVX PCON

= β + β +

+ β + β + ε  (1)

where 
,i tGDP  is the nominal GDP growth, is the 

Finance nominal Gross Value Added, 
,i tFCAP  is the 

Table 1
description of Variables

Code Variable Definition

gdp
Nominal GDP,
USD, % chg y-o-y

Gross domestic product (GDP) is the value of final goods and services 
produced annually minus intermediate consumption

fgva
Finance nominal GVA,
USD, % chg y-o-y

Gross value added (GVA) refers to the value of production less the 
value of any intermediate inputs. GVA given for the finance sector 
includes insurance activities

fcap
Fixed capital formation,
USD, % chg y-o-y

Represents the value of capital assets accumulated by producers. 
Capital assets refer only to tangible assets. The cost of depreciation 
and the value of non-producing assets are also taken into 
consideration

savx
Savings,
USD, % chg y-o-y

Gross national savings represents the domestic level of savings by 
individuals, businesses and government combined

pcon Private final consumption, % of GDP
Sum of all household spending on goods and services within the 
economy. Also include spending by non-profit institutions serving 
households

Source: Compiled by the author.
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Fig. 1. scatterplot
Source: Compiled by the author.

Fig. 2. Correlation matrix
Source: Compiled by the author.
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Fixed Capital Formation, 
,i tSAVX  is the Savings 

g r ow t h , a n d  
,i tPCON  i s  t h e  P r i v a t e  F i n a l 

Consumption.
Nominal GDP growth is often used in empirical 

research because it provides a measure of the actual 
growth rate of an economy’s output, including inflation 
[23]. In contrast, real GDP growth is adjusted for 
inflation, which may not reflect the actual growth in 
the economy’s output. When conducting empirical 
research, nominal GDP growth can be a useful 
indicator of the overall health and performance of an 
economy. It can provide insights into the current level 
of economic activity, the pace of expansion, and the 
overall trend in economic growth over time. Our main 
independent variable of interest is the Finance nominal 
Gross Value Added and we use it as a single measure of 
financialization because it reflects the growth in the 
overall size of the financial sector [20].

We follow a parsimonious strategy in the inclusion 
of control variables to account for the effects of 
other factors in the finance-growth estimation. We 
include Fixed Capital Formation because it is a key 
determinant of long-term economic growth and 
is strongly associated with nominal GDP growth 
[24]. Fixed capital includes the physical assets used 
in production, such as machinery, buildings, and 
infrastructure. When an economy invests in fixed 
capital, it is essentially increasing its capacity to 
produce goods and services, which can lead to 
higher output and economic growth in the future. 
We include Savings growth because it is one of the 
key determinants of economic growth and is strongly 
associated with nominal GDP growth [25]. When 
individuals and firms save, they are essentially 
setting aside a portion of their income that can be 
used to finance investment in fixed capital, which 
can drive economic growth. Savings growth can 
help to fund investment in fixed capital, which can 
increase an economy’s productive capacity and lead 
to higher output and economic growth in the long 
run. This is because investment in fixed capital can 
lead to the creation of new products and processes 
that increase productivity and output. We include the 
Private Final Consumption because it is an important 
determinant of economic growth, as it represents a 
significant portion of aggregate demand [26]. When 
households and non-profit institutions increase 

their consumption expenditure, this can stimulate 
demand for goods and services, which can in turn 
increase output and economic growth.

FiNdiNGs
There is considerable debate among economists 
regarding the relationship between financialization 
and economic growth. Some researchers argue 
that financialization can have a positive effect on 
economic growth, while others suggest that it can 
have negative consequences. Our empirical study 
partially examines the impact of financialization on 
economic growth in developing countries with large 
financial sectors.

Table 2 provides a summary of the empirical results 
from our panel data econometrics study. We find that 
financialization has a positive and highly significant 
effect on economic growth in developing countries 
with large financial sectors. Specifically, our study finds 
that a percentage increase in the Finance Gross Value 
Added, FGVA, is associated with a 28%-point increase 
in GDP growth, GDPGR.

The FGVA and GDP coefficients from all the panel 
data models deployed are not statistically different 
and therefore are consistent. These coefficients are 
consistent with the correlation matrix we found in 
Fig. 2 above, which exhibits a strong and positive 
correlation of the finance-growth nexus. We are 
confident in the choice of our covariates, as we 
found a coefficient of determination, R-squared, of 
83%. This shows that even a parsimonious model can 
produce desired empirical results. This means our 
choice of covariates helps explain economic growth 
adequately. The result of this study agrees with all 
three hypotheses in this study. Therefore, we can 
postulate that the financialization and economic 
growth nexus is positive and significant. In addition 
to the positive correlation between these variables, 
we also find and agree that financialization has a 
causal effect on economic growth.

Based on our findings, we postulate that partial 
studies should be conducted to separate developing 
countries with a large financial sector from those 
with a small financial sector. There is no doubt 
that financial activities are complex and difficult to 
measure. We believe that the best measure of aggregate 
financialization is the FGVA because it captures the value 
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added by the financial sector, measures its contribution 
to GDP, reflects the size of the financial sector, and 
provides a reliable estimate of financial activity.

Making use of the FGVA as a measure of 
financialization and partially estimating developing 
countries with large financial sectors is the novelty of this 
study. The FGVA provides a reliable estimate of financial 
activity because it is based on official statistics. It is 

calculated using a standard methodology that allows for 
consistent comparisons over time and across countries.

Fig. 3 depicts that, on average, the FGVA has been 
rising in recent years. This reflects that the size of 
the financial sector in these countries have been 
increasing. In the same periods, on average, the 
GDP of these countries has also been increasing in 
monetary terms.

Table 2
The Effect of Financialization on Economic Growth, 1996–2022

gdp FGLS POLS FE RE

fgva
0.276***
(6.21)

0.278***
(3.10)

0.281***
(6.24)

0.279***
(6.28)

fcap
0.596***
(18.13)

0.594***
(8.57)

0.604***
(18.14)

0.595***
(18.15)

savx
0.0102
(0.34)

0.0104
(0.33)

–0.0556
(–1.21)

0.00204
(0.06)

pcon
0.00482

(0.24)
0.00470

(0.28)
–0.00384

(–0.07)
0.00395

(0.18)

_cons
0.334
(0.25)

0.344
(0.31)

2.213
(0.76)

0.560
(0.38)

N 189 189 189 189

R–sq 0.827 0.828 0.831 0.827

Source: Compiled by the author.

Note: t statistics in parentheses *** p < 0.001.

 
Fig. 3. Financialization and Economic Growth in Monetary Terms
Source: Fitch Solutions [21].
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CoNClUsioN
In conclusion, the effect of financialization on 
economic growth in developing countries with large 
financial sectors can be a complex issue. While some 
studies have shown that financialization can have 
a positive effect on economic growth by increasing 
the availability of credit and stimulating investment, 
others have suggested that it can have negative 
consequences such as increased financial instability 
and inequality. Our study concludes that, on aggregate 
levels, financialization had a positive effect on 
economic growth in developing countries with large 
financial sectors in the sample period 1996 to 2022.

We postulate that in addition to a positive correlation 
there is also a causal effect of financialization on 
economic growth. In these countries, the impact of 
financialization on economic growth may be even more 
nuanced due to the unique economic and political 
context of these countries. On the one hand, a large 
financial sector can provide critical infrastructure and 
access to finance for businesses and households, which 
can lead to increased investment and economic growth. 
On the other hand, a large financial sector can also be 
associated with financial instability and a concentration 
of economic power in the hands of a few large financial 
institutions.
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iNtRodUCtioN
According to Jensen [1], managers place their own 
interests above those of the shareholders. Although 
managers can use the flexibility allowed by the 
principles of accounting to manipulate the accounting 
numbers that is not the single tool at their disposal to 
attain earnings targets. The direct effect of REM on cash 
flow will have an impact on earnings. REM is described 
by Roychowdhury [2] as “departures from normal 
operational practices, motivated by managers’ desire to 
mislead at least some stakeholders into believing certain 
financial reporting goals have been met in the normal 
course of operations.”

Due to the CEO’s significant influence over operational 
choices, they have an advantage over the CFO when 
conducting REM. The CEO is frequently regarded as 
having the most authority within an organization. CEOs 
are responsible for the company’s performance and have 
authority over corporate decisions like forming the board 
and disclosing financial information. Given the CEO’s 
responsibility for the company’s performance, managerial 
discretion might be more likely [3]. According to agency 
theory, managers are driven to prioritize their own 
interests over those of the shareholders [1]. Therefore, 
further research is required to determine how the CEO’s 
attitudes and the firm’s manipulations are related.

Prior studies have clearly demonstrated the impact 
of CEO’s traits and earnings manipulations, including 
tenure, experience, compensation, and CEO power [4]. 
Additionally, after the passage of SOX, executives in the 
American context used REM more frequently than accrual 
earnings management, despite REM’s higher cost [5].

The irrationality of investors and managers is 
examined in behavioral financial and accounting 
studies. This paper will concentrate on the irrationality 
of managers. This irrational executive strategy implies 
that the manager is maximizing the performance and 
value of the company, even though he might not be. 
The primary bias in this case is overconfidence, and 
research in psychology shows that managers are more 
likely to display this bias [6]. CEOs who are overconfident 
frequently overestimate their skills and undervalue risks. 
Therefore, it is interesting to examine how overconfidence 
affects their choices of business policies and assess how 
it ultimately affects firm performance.

Recent literature in the field of behavioral accounting 
focused on the effects of CEO overconfidence on 
accounting and reporting decisions. Bhandari and Deaves 
[7] state that overconfidence bias is “the tendency of 
individuals to overestimate their knowledge, abilities, and 
the precision of their information.” Because of previous 
successes or experiences, people overestimate their 
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estimates, perceptions of their abilities, and assessments 
of their skills [8].

According to “upper echelons theory” published by 
Hambrick and Mason [9] managerial background traits 
of the upper levels of management can help predict 
organizational results. It is based on the notion that 
top executives, who serve as key decision makers, can 
have an impact on the company’s impact on the creating 
value, decisions, and disclosure choices of the company 
through their unique individual traits and professional 
expertise. Due to the widespread attention given to this 
assumption, researchers are now concentrating on the 
role that behavioral biases play in decision-making [10]. 
According to the theory of the upper echelons, executives 
are vulnerable to cognitive distortions that can result in 
significant departures from objectivity because manager 
behavior and attitude can predict business decisions. 
Finally, these predictions are supported by empirical 
evidence from the behavioral literature.

According to Hambrick and Finkelstein [9], a CEO 
with discretionary authority has the power to influence 
organizational results and decision-making processes 
through his unique viewpoints and personal traits. Such 
an impact would be detrimental to firm performance 
levels. The CEO has an advantage over the chief 
financial officer when implementing REM because 
they are the ones who make the final operational 
decision [11].

The bias of executive overconfidence and its 
relation to firm performance are of particular interest 
to behavioral finance researchers. Various studies 
demonstrate the impact of this bias on subsequent 
performance [12]. However, the indirect relation between 
CEO overconfidence and subsequent performance has 
not been examined in the Egyptian literature. As a 
result, there has been a gap in the previous literature. 
This paper fills that gap by addressing interesting 
research questions. A CEO’s overconfidence actually 
has a complex effect on a firm’s performance that 
can extend beyond a straightforward, uncomplicated 
effect. To fully comprehend the relationships between 
managerial overconfidence and performance of the firm, 
it is essential to investigate the mechanisms underlying 
this relationship.

The previous literature examined how REM affects 
firm performance. However, the focus on current-
year performance is frequently what drives earnings 

management. According to Gunny [13], it seems 
beneficial in the current period and aids in reporting 
a positive image, but it might be detrimental to future 
performance. Therefore, a channel is suggested by which 
CEO overconfidence may affect subsequent performance. 
The firm’s relation with managerial discretion, or REM, 
is where the intermediary factor comes from.

This research adds to the literature because it informs 
readers of financial information, analysts, and legal 
institutions about the intrinsic and acquisitive traits 
of CEO’s that are vital to the quality and readability 
of financial information. If the value of managerial 
overconfidence can have a substantial impact on how 
firms behave, it is logical to make managers responsible 
for the quality of the information in financial reports. 
This paper is among the earliest to empirically examine 
inferences from experimental accounting studies in the 
Egyptian context.

LITERATuRE REVIEW AND HYPOTHESES 
DEVELOPMENT

CEO Overconfidence and Subsequent Performance
Malmendier and Tate [14] provided evidence of the 
behavioral deviations related to overinvestment 
by overconfident CEOs. Additionally, they make 
unnecessary investments, act in a way that has an 
adverse influence on the outcomes and value of the 
firm.

Gervais et al. [15] stated that CEO over confidence 
not only motivates managers to make decisions that 
benefit shareholders, but also motivates managers to 
work better, which enhances firm performance. Goel and 
Thakor [16] proposed beneficial roles for overconfident 
CEOs. It enhances decision implementation, encourages 
agents to take calculated risks, and increases stock returns 
for the benefit of principals. This leads to better firm 
performance.

Ruissen [17] explored how managerial over-
confidence affected firm performance from 2005 to 
2010. He discovered that executive overconfidence 
positively influences performance as measured by ROA 
and Tobin’s Q using an options-based measure for 
overconfidence.

Hirshleifer et al. [18] examined how overconfidence 
affects subsequent performance measured by ROA. 
They revealed a link between CEO overconfidence and 
subsequent performance between 1993 and 2003.
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Han et al. [19] investigated the impact of 
overconfidence on the performance of US firms providing 
property liability insurance from 1996 to 2013. They 
discovered that CEO overconfidence positively affects 
the firm’s performance.

CEO overconfidence positively affects firm 
performance, as shown by Mundi and Kaur [12]. In 
comparison to the full sample of firms, Indian companies 
with overconfident executives have greater Tobin’s Q and 
returns on assets, according to data gathered over a 15-
year period. The results are important for practitioners 
who make decisions about corporate policy, create 
appropriate compensation plans, and choose CEOs for 
their companies.

According to Hyun et al. [20], the future profitability 
of a company is significantly influenced by the CEO’s 
overconfidence. They found that companies of 
overconfidence bias have higher net operating asset 
returns using US data from 1992 to 2010. According to 
the findings, companies with overconfident executives 
have earnings components that are better at predicting 
potential earnings change. Further analyses are 
conducted to further explore the relationship between 
executive overconfidence and stock performance, which 
is positively associated with abnormal stock market 
returns as a proxy for stock performance. The findings 
of previous studies raise the question of whether 
overconfident CEOs will achieve better performance 
or not. In considering the aforementioned framework, 
the following research hypothesis is proposed:

H1: managerial overconfidence significantly affects 
subsequent performance.

Managerial Overconfidence and REM Activities
Watts and Zimmerman [21] argue that management 
of profits may be a trait of opportunistic practices 
because of its exante gain with redistribution of 
wealth consequences in between the contractual 
parties. Earnings management is possible because 
accounting standards and laws are flexible. The 
handling or management of outcomes with the intent 
of attempting to portray a different (worse or better) 
image in accordance with the relevant interests.

Additionally, psychological components must be taken 
into account when examining how managers behave 
when making decisions about the financial information 
reported. According to behavioral researchers, managers’ 

overconfidence when providing information to the stock 
market is a significant aspect of their human behavior 
(Hribar and Yang, 2016).

Previous literature has analyzed over confidence 
as a key factor in the stock exchange because it could 
influence how people behave and how organizations 
make decisions. Due to accounting decisions that are 
unrelated to economic reality, the results that companies 
present through their financial reports may result from 
their CEOs’ opportunism cognitive biases. These biases, 
which push executives toward earnings management 
practices, may be caused by external influences on the 
firm and by individual behaviors [22].

The CEO’s overconfidence reveals CEO optimism, 
which can be biased when making decisions. Additionally, 
they regularly engage in earnings management to hide 
firm performance that does not meet their expectations 
[23]. Hsieh et al. [24] claim that overconfident managers 
might prefer to use REM to meet specific financial targets 
rather than the management of accrual earnings. This 
includes manipulating sales and reducing discretionary 
expenditure.

Habib et al. [25] found evidence that CEOs who are 
overconfident engage more in REM. There is also evidence 
that overconfident executives experience less regulatory 
restraint. Therefore, they are more probably to employ 
REM to achieve their earnings benchmarks.

Kouaib and Jarboui [26] place emphasis on the 
connection between CEO characteristics and real 
earnings management, and they discovered that personal 
characteristics of CEOs are significantly linked to limiting 
R&D spending to manage earnings and meet earnings 
targets. Kouaib and Jarboui [27] examine the influence 
of executive overconfidence on REM for non-financial 
European companies. They discovered that CEOs who are 
not overconfident use more REM than overconfident CEOs.

According to Chang et al. [28], overconfident executives 
have a propensity to act aggressively or even irrationally 
when making investment and financial decisions for their 
firms. They overestimate potential investment projects 
as part of their irrational managerial behaviors. Quite 
specifically, management of earnings plays a major role 
in firm decisions.

According to Li et al. [29], managers’ opportunistic 
behavior increases with overconfidence. According to the 
empirical study, overconfidence increases expectations 
for subsequent performance, and managers who exhibit 
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these traits are more likely to use earnings management 
to meet analyst expectations.

H2: CEO overconfidence significantly affects REM 
activities.

the Mediating Relationship of ReM
Overconfident CEO’s might be more probably to 
employ REM. They believe that they might be able 
to avoid possibility of legal action or reputational 
damage from this misstatement, and they are 
attempting to signal an increased subsequent 
performance to adjust market expectations. Hung 
and Li [30] investigate how family concentrated 
ownership affects the relationship between CEO 
overconfidence and the EM of Taiwan-listed firms. 
They demonstrate that, after assessing income 
increasing discretionary accruals, executive 
overconfidence bias raises the incentive to 
manipulate earnings.

In a survey paper by Graham et al. [31], it was found 
that managers are willing to engage in REM activities in 
order to maintain accounting performance. According 
to the survey, 80% will cut discretionary spending and 
55.3% will delay or postpone new projects in order to 
achieve an intended goal, even if it means sacrificing 
value.

According to research by Bens et al. [32], companies use 
stock repurchases as a means of manipulating shareholder 
earnings by diverting capital from real investments. They 
also investigate evidence that, following such REM activity, 
organizational performance decreased for a period. In 
the current period, REM will directly increase earnings, 
ROA, and operating cash flow [33]. However, Gunny [13] 
revealed that REM negatively affects subsequent firm 
performance using the proxy future cash flows, compared 
to accrual earnings management.

Berry-Stolzle et al. [34] use the insurer›s reserve for 
errors as a proxy for managerial discretion to investigate 
the link between EM and CEO overconfidence. They 
revealed an inverse correlation between executive 
overconfidence and errors in insurer reserves following 
the control of firm characteristics. According to this 
finding, managers who are overconfident have a tendency 
to underestimate reserves for losses in the future and, 
hence, will result in higher reported earnings. Hsieh et 
al. [24] argued that overconfident executives are more 
likely to participate in REM due to low discretionary 

expenses and abnormally high cash flows, which work 
against regulators› efforts to restrain EM.

Cohen et al. [5] argued that REM has an influence 
on firm’s subsequent performance that is higher than 
if the firm practice accrual earnings management. The 
study by Kumar and Goswami [35] studies the impact 
of REM on the subsequent performance of Indian firms. 
According to regression results, REM practices have 
a negative impact on both market and accounting 
performance. Gunny [36] found that while REM may 
be beneficial in the current period and reports a positive 
image, it could be harmful to the company’s future 
performance.

Roychowdhury [2] states that engaging in REM is 
expensive and directly reduces firm value. Gunny [36] 
agreed with this idea. She explored how REM will 
influence future operating performance as measured 
by earnings and cash flows. Results show a substantial 
decrease in the future performance of companies that 
were found to be using REM to manipulate discretionary 
expenditures, special sales discounts, and inventory 
overproduction to avoid a loss or maintain prior-year 
earnings.

Managerial overconfidence supports managing 
earnings in the current period by using REM. As a result, 
executives who practice REM have low subsequent 
performance. This chain suggests an indirect relationship 
between subsequent performance and overconfidence. 
Managerial overconfidence might influence future 
performance in part because it affects REM practice, which 
then affects subsequent performance.

According to Chatterjee et al. [37], a CEO with 
overconfidence is more probably to be optimistic about 
subsequent performance and is more probably to manage 
earnings to meet expectations. Overconfident managers 
will be driven to indulge in REM activities, which will 
lower the firm’s subsequent performance. Consequently, 
overconfident CEOs affect future performance indirectly 
through engaging in REM practices.

Sutrisno et al. [38] investigated how an 
overconfident executive has an impact on real 
earnings manipulation and indirectly influences future 
outcomes. Three metrics are employed for measuring 
overconfident CEOs in order to get reliable results. Data 
obtained from manufacturing firms that are traded 
on the Indonesia stock exchange between 2015 and 
2017 were included in the sample. The findings of 
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this paper demonstrate that overconfidence has no 
impact on managing real earnings manipulations. 
The other findings of this paper also suggest that real 
earnings manipulations and managerial overconfidence 
negatively affect firm’s subsequent performance. The 
findings of this study’s testing, however, reveal that 
real earnings manipulations did not mediate the 
relation between overconfidence and a company’s 
future operational performance. According to the 
aforementioned guidelines, the following research 
hypotheses are presented:

H3: REM mediates the relation between 
overconfidence and subsequent performance.

MethodoloGY
data and sample

Firms that are listed on the Egyptian stock market 
exchange comprise the data and samples used in 
this paper from 2011 to 2019. The study is confined 
to the time frame after 2012 because we need data 
from one year ago to determine the difference in 
net sales. The study is confined prior to 2018 to be 
able to examine years of subsequent earnings. Due 
to the unique nature of their financial reports, firms 
in the banking and financial services industries are 
excluded. Number of bootstrap samples for percentile 
bootstrap confidence intervals is 50000. The financial 
information needed to measure the study variables 
in the linear regression model gathered from the 
published financial reports.

Research Models
Model (1): CEO overconfidence and REM activities:

𝑅𝐸𝑀It = λ1 + a𝑂𝑉𝐶t + µ1𝐿𝐸𝑉t + e

a: The a coefficient in model (1) measures the 
estimated difference in REM between two cases with a 
one-unit difference in CEO overconfidence.

Model (2): The relation between overconfidence and 
future performance mediated by REM:

Adj𝑅𝑂𝐴t+1 = λ 2 + c′𝑂𝑉𝐶it + b 𝐸𝑀Iit + µ2𝐿𝐸𝑉t + e

c′: The regression coefficient c′ in model (2) estimates 
the overconfidence direct effect on subsequent 
performance controlling for REM.

b: b coefficient represents the REM effect on future 
performance controlling for overconfidence.

Model (3): CEO overconfidence and subsequent 
performance:

Adj𝑅𝑂𝐴t+1 = λ3 + c𝑂𝑉𝐶t + µ3𝐿𝐸𝑉t + e

c: The c coefficient in model (3) measures the estimated 
difference in performance between two cases with one 
unit of overconfidence difference.

Measurement of Variables
Following Schrand and Zechman [23], Ahmed and 
Duellman [39] and Zaher [40], using an investment-
based metric, overconfidence is measured. If capital 
expenditures in period t, divided by total assets (TA) in 
period t+1, exceed the median of industry for the year, 
the measurement is one; otherwise, it is zero.

Roychowdhury [2] divided the common measurements 
of REM into three individual metrics: sales manipulation, 
overproduction, and a decrease in discretionary 
expenditures. The 3 REM practices that boost bottom-
line earning are taken into account when calculating REM.

Sales manipulation is the acceleration of when sales 
are made by using price discounts or relaxed credit 
requirements. These credit terms and discounts will 
boost volume of sales, but decrease margins, resulting in 
a decrease in abnormal cash flows. Sales and changes in 
sales are a linear function of the level of operating cash 
flow, as shown below:

CFOt / TAt-1 = β1(1 / TAt-1) + β2(St / TAt-1) + 
+ β3(ΔSt / TAt-1) + εt   Model (A).

Production should be increased to reduce costs, 
but increased yearly inventory costs and reduced cash 
flows will arise from other production and holding costs, 
resulting in higher abnormal production costs. The 
following is the estimated normal cost of production:

PRODt / TAt-1 = β1 (1 / TAt-1) + β2 (St / TAt-1) +
+  β3 (ΔSt / TAt-1) + β4 (ΔSt-1 / TAt-1) + εi, t   Model (B).

Managers can reduce discretionary expenses to 
increase current earnings, resulting in lower abnormal 
expenses. The model following is used to yield the normal 
level of discretionary expenses:
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DISXt / TAt-1= β1 (1 / TAt-1) + 
+ β2 (St-1 / TAt-1) + εt   Model (C).

In order to fully represent the overall impact of REM, 
3 proxies of real activities management are combined 
within one proxy, REMI, as follows:

REMI = Abn PR –  Abn CFO –  Abn DE.
REM and overconfidence are not the only variables 

that affect subsequent performance. Leverage measured 
in previous studies as a covariate variable influencing 
subsequent performance (Gunny, 2010; Kouaib and 
Jarbou, 2017). Thus, control variable in this study is LEV 
to control for leverage ratio. A list of the study’s variables 
is provided in Table 1.

descriptive statistics
Table 2 below provides descriptive statistics for the 
complete sample of 490 firm-year observations. The 
mean of sector-adjusted return on assets (AdjROAt+1) is 
.008 with a standard deviation of 8.2% and falls between 
–17.2% and 26%. The mean of CEO overconfidence (OC) 
is .50 with a standard deviation of 50.1% and exists 

between zero and one. The real earnings management 
index (REMI) mean is –.001 having a standard deviation 
of 18.2% and falls between –.559 and .392. As to the 
control variable, the leverage (Lev) mean is .403 having 
a standard deviation of 23.9% and falls between 1.4% 
and 93.8%.

Correlation analysis
Table 3 presents Pearson correlation between all 
variables. This table reveals that the highest correlation 
between independent variables is 46.3 percent. This 
implies that there is no indicator of multicollinearity 
between all independent variables as correlation 
coefficients are less than 70 percent. Table 3 shows 
that there is a significant and positive correlation 
between adjusted return on assets as a dependent 
variable and CEO overconfidence, which suggests that 
companies with CEO overconfidence tend to have 
better subsequent performance. There is a significant 
negative relation between adjusted return on assets as 
a dependent variable and REM and leverage.

ResUlts aNd disCUssioN
statistical analysis

Adjusted R-squared for regression model (1) is 2.6%, 
which means that the independent variables account for 
2.6% of the variations in the dependent variable REM. 
The p-value of overall significance equals .002, which 
means that the model is significant at α = 1%.

For CEO overconfidence and leverage, the 
coefficients on REM are (–.033)* and (.098)** 
respectively. This implies that overconfidence and 
REM have a strong negative relationship at α = 5%, and 
leverage positively correlates at α = 1%.

With an adjusted R-squared of 28.9% for regression 
model (2), it can be concluded that the independent 
variables account for 28.9% of the variation in 
subsequent performance. The p-value < .001, which 
means that the model is significant at α = 1%.

For CEO overconfidence, REM and leverage, the 
coefficients on subsequent performance are (.016)*, 
(–.188)** and (–.086)** respectively. This indicates 
that overconfidence and subsequent performance have 
a significant positive association at α = 5%, REM and 
leverage has negative relation at α = 1%.

With an adjusted R-squared of 11.7%, the regression 
model (3) demonstrates that the independent 

Table 1
summary of Research Variables

Variable 
symbol Name Operational Definition

AdjROA
Industry 
adjusted ROA

The difference 
between firm specific 
ROA and the median 
ROA for the same year 
and industry

REMI
Real earnings 
management 
index

As computed by Cohen 
et al. (2008)

OVC
CEO 
overconfidence

If the firm’s capital 
expenditures deflated 
by lagged total assets 
are higher than the 
sector median for that 
year, then the value is 
1, otherwise it is 0

LEV Leverage
The total debt to total 
assets

Source: Compiled by the author.
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variables explain 11.7% of the variation in subsequent 
performance. The p-value < .001, which means that the 
model is significant at α = 1%.

For CEO overconfidence and leverage, the 
coefficients on subsequent performance are (.022)** 
and (–.105)*1* respectively. This indicates that 
overconfidence and subsequent performance have a 
significant positive association at α = 1%, and leverage 
has a significant negative relation at α = 1%. A summary 
of the regression analysis is shown in Table 4, and 
Fig. statistical model diagram has the regression 
coefficients superimposed on it.

As shown, a = –.033, b = –.188, c’ = .016. Using equations 
1 and 2, without the error term, and expressing in terms 
of the estimated values for X, M, C, and Y.

Me = –.023 –  .033X + .098C
(.041)* (.004)*

Y = .034 + .016X –  .188M –  .086C
(.010)* (< .001)* (< .001)** = P-value

Which means that: the indirect effect = (a * b) = 
= (–.033) * (–.188) = .006. The direct effect = c′ = .016. The 
total effect = c′ + (a * b) = .016 + .006 = .022.

statistical inference and hypotheses test
Inference of X’s Total Effect on Y

Y = .039 + .022 X –  .105 c.

The total effect is c = .022, it meets significance using 
an α = 0.05, t = 3.225; p = .001. With 95% confidence, Tc 
exists between .009 and .036, which means we reject H0: 

Tc = 0 because the interval estimate does not include 
zero.

Inference of X’s Direct Eeffect on Y
To do this, one of two things must be done: either 
construct a confidence interval for Tc′ or test the 
null hypothesis of Tc′ against the alternative one. 
If it is different from zero, this confirms the claim 

Table 2
descriptive statistics

Variable Mean std. deviation Minimum Maximum

Ad_ROAt+1 .008 .082 –.172 .260

OVC .50 .501 0 1

REMI –.001 .182 –.559 .392

Lev .403 .239 .014 .938

Source: Compiled by the author.

Table 3
Correlation matrix

Variable Adj.ROAt+1 oC ReMi lev

Adj. ROAt+1

Pearson Correlation 1 .152** –.463** Adj.ROAt+1

Sig. (2-tailed) .001 .000 .000

OVC
Pearson Correlation .152** 1 –.098* OVC

Sig. (2-tailed) .001 .030 .312

REMI
Pearson Correlation –.463** –.098* 1 REMI

Sig. (2-tailed) .000 .030 .003

Lev
Pearson Correlation –.313** –.046 .132** Lev

Sig. (2-tailed) .000 .312 .003

Source: Compiled by the author.

Notes: * the relationship is significant at the level of 0.05 (2-tailed); ** the relationship is significant at the level of 0.01 (2-tailed).

FiNaNCial MaNaGeMeNt



FINANCE: THEORY AND PRACTICE   Vol. 28,  No. 4’2024  FINANCETP.FA.Ru 235

that overconfidence affects future performance 
independent of the REM mechanism. If not, it can be 
claimed that there is no proof of a correlation between 
overconfidence and performance when the mechanism 
through REM is taken into account. In other words, 
regardless of how M affects Y, X has no impact on Y.

The direct effect is found in the PROCESS output of 
model (2). The direct effect is c’ = .016, it is statistically 
significant using an α = 0.05, t = 2.571; p = .010. With 
95% confidence, Tc exists between .004 and .028, which 
means we reject H0: Tc = zero and alternative hypothesis 
Ha: Tc ≠ 0 cannot be rejected because zero is not 
included in the interval estimate for Tc.

Inference of Indirect Effect of X on Y Via M
The indirect effect is ab = –.033 * –.188 = .006, it is 
statistically significant using an α = 0.05, p = .006. 
With 95% confidence, Tc exists between .001 and .014, 
which means we reject H0: Tc = zero and alternative 
hypothesis Ha: Tc ≠ 0 cannot be rejected because zero is 
not included in the interval estimate for Tc.

CoNClUsioN
This paper examines the role of REM mediation in 
the relationship between CEO overconfidence and 
subsequent performance. The conditional process 
analysis is used in testing the indirect and direct 

Table 4
Regression Coefficients

Me (ReM) Y (subsequent performance)

Coeff. s.e. p-value Coeff. s.e. p-value

X (OVC) a = –.033 .016 .041 c’= .016 .006 .010

Me (REMI) – – – b = –.188 .017 < .001

C (Lev) .098 .034 .004 –.086 .013 < .001

Const. λ1 = –.023 .018 .212 λ2 = .034 .007 < .001

R2 = .026
F = 6.482
P = .002

R2 = .289
F = 65.673
P < .001

Source: Compiled by the author.

Me

REMI

Y
Future perfor.

X
Overconfidence

a = –.033  b = –.188 

c’ = .016 

C 

Leverage 

Fig. Research Mediation Model statistical diagram
Source: Compiled by the author.
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relationships between executive overconfidence 
and performance. The first hypothesis, argues that 
managerial overconfidence affects subsequent 
performance. The findings indicate that H0 is rejected 
and there is a strong positive effect of executive 
overconfidence on subsequent performance. The 
second hypothesis argues that overconfidence 
significantly affects REM. The results revealed that 
H0 is rejected and there is a strong positive effect of 
executive overconfidence on REM activities. The last 
hypothesis claims that managerial overconfidence 
influences subsequent performance indirectly via 
REM. The results indicate that H0 cannot be rejected 
and the association between overconfidence and 
subsequent performance is mediated by the REM 
activities. The difference in results compared to 
previous literature is due to this paper’s focus on the 
Egyptian context.

The estimated direct effect of managerial 
overconfidence on future performance is 1.6% means 
that independent of the impact of REM on company’s 
subsequent performance. According to estimates, 
overconfident CEOs are estimated to have a 1.6% higher 
subsequent performance than other CEOs.

The indirect effect is calculated as the sum of the 
CEO overconfidence effect on REM, and the REM effect 
on subsequent performance when CEO overconfidence 

is held fixed. So relative to firms that do not have CEO 
overconfidence, firms with CEO overconfidence are, on 
average, .6% higher in their subsequent performance 
because of the effects of overconfidence on REM, which 
affect performance of the firm afterward.

The overconfidence total effect on subsequent 
performance equals 2.2%, which means, relative to 
firms that do not have CEO overconfidence; firms with 
CEO overconfidence are 2.2% higher in their subsequent 
performance. This implies that firms planning to hire 
CEOs with excessive confidence who can make decisions 
for the benefit of the firm could increase their performance. 
Therefore, the hiring process should be biased to hire 
overconfident CEO’s.

Since managerial overconfidence could influence 
subsequent performance via REM, the findings could be 
beneficial to regulators of accounting. Understanding 
how CEO overconfidence affects firm performance 
can be helpful because it can help businesses decide 
whether to hire overconfident CEOs. It is recommended 
that companies keep psychological characteristics in 
mind when choosing managers, as high managerial 
overconfidence positively affects firm performance. 
Furthermore, training programs should be implemented 
to exploit cognitive biases and compensation committees 
should be used to maximize shareholder value with 
overconfident CEO’s.
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